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ABSTRACT 

In today era, day by day huge amount of data is collected on internet. The reading of text document or retrieving important 

information are time consuming process, so there is need for introducing effective text summarization technique. Text 

summarization, is the process of retrieving key information from lengthy document, its plays an essential role in information 

retrieval and content extraction. The paper we presented a comprehensive examination of nature-inspired metaheuristic 

algorithms, such as firefly, Cuckoo Search(CS) and Particle Swarm Optimization (PSO) to improve text summarization with an 

emphasis on single document datasets such as DUC-2001 and DUC-2002. The measurement of generated text summaries quality, 

generated summaries of datasets are compared with existing golden summaries and evaluated using ROUGE score. Our results 

show that nature-inspired metaheuristic-based approaches show potential for enhancing text summary of individual documents, 

metaheuristics methods improve summarizing effectiveness while offering a fresh viewpoint on how to handle the process within 

the confines of a single document dataset. 

Keywords: Text summarization, nature-inspired metaheuristic, extractive text summarization, ROUGE score, Natural Language 

Processing 

 

1. INTRODUCTION 

Text summarization is a process of producing a concise and 

precise summary of a text document[1]. It is very useful in 

today's information-rich society as it helps to reduce the 

time spent on reading long articles and documents. It can 

also be used to quickly identify key points in a text, which 

can then be used for further research or discussion. Text 

summarization can also be used to identify key trends in a 

document, and to create a summary of a large amount of 

data. This is especially useful for businesses who need to 

quickly analyses customer feedback or financial data. 

Single document text summarization is important because 

it helps to reduce the amount of time that it takes to read 

and comprehend a document[2]. It also helps to provide a 

quick overview of the main points of the document. This 

can be especially useful for people who do not have the 

time to read through the entire document or for those who 

are looking for a quick overview of the content. By 

summarizing the document, readers can quickly get a sense 

of the main points and skip over the details that are not as 

important[3]. There was various research proposed 

taxonomy of text summarization among them such types of 

text summarization approach based on generated summary 

are extractive, abstractive, Semantic Analysis, Graph-based 

and Concept based text summarization. The extractive text 

summarization selects the sentences that are most relevant 

and important from the original text and combine them with 

other sentences from the original text to create a new 

summary that is shorter than the original text[4]. The 

generation of a new summary that is based on the major 

concepts of the original text but is not always an exactly 

replica of the original text is what is involved in the process 

of abstractive summarization. Latent Semantic Analysis 

(LSA) based text summarization uses mathematical and 

statistical techniques to find the common themes in a text, 

and then generates a new summary based on those 

themes[5][6]. The Graph-Based Summarization uses a 

graph structure to represent the relationships between the 

concepts in a text, and then generates a new summary based 

on the graph structure. The concept-based summarization 

uses Natural Language Processing (NLP) techniques to 

identify the important concepts in a text, and then generates 
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a new summary based on those concepts[7]. 

Extractive text summarization is a method of summarizing 

a document by selecting the most important sentences from 

the text. The main idea behind extractive summarization is 

to identify the most significant sentences in a document and 

assemble them to form a summary[8]. It uses natural 

language processing (NLP) algorithms to identify the most 

relevant sentences in a document and combines them to 

create a short summary. Extractive summarization is 

usually more accurate than abstractive summarization as it 

relies on the exact words from the original text. The 

Fig.1[9] describe the flow of extractive text summarization:  

 

 

 
Fig 1 .Flow of Extractive text summarization[9] 

 

1. Input: A longer source document or text.  

2. Pre-Processing: The text is divided into sentences, 

tokenized, and lemmatized.  

3. Feature Extraction (Sentence scoring): Features such as 

term frequency, in-verse document frequency (IDF), 

and sentence position are extracted.  

4. Summarization: The most important sentences are 

selected based on their similarity scores.  

5. Output: A shorter, more succinct version of the original 

text. 

 

Role of metaheuristic optimization in text 

summarization process 

Text summarizing techniques that extract text from a single 

document heavily rely on metaheuristic optimization. The 

goal of extractive text summarizing is to automatically pick 

a subset of a lengthier document's sentences or phrases that 

best convey the most significant information in order to 

produce a metaheuristic optimization techniques are useful 

because they efficiently search across a wide solution space 

to identify succinct and logical summary[10]. In this 

situation, the best subset of phrases to include in the 

summary. The role of metaheuristic optimization in single 

document text summarization the following 

ways[11][12][2][13][14][15]: 

 

Objection Function: An objective function is established in 

extractive text summarizing in order to assess a summary's 

quality. This function takes into account a number of 

variables, including coherence, redundancy, and sentence 

importance. Maximizing this objective function is the aim 

of optimization, suggesting a concise summary. 

Solution Representation: A binary vector, with each part 

denoting whether a sentence is picked or not, is commonly 

used to represent the set of sentences that can be included 

in the summary. These binary representations are worked 

with by metaheuristic optimization techniques. 

Metaheuristic Techniques: To get the best summary, one 

can use a variety of metaheuristic optimization 

techniques[16][17]. Particle swarm optimization, Cuckoo 

search and firefly optimization[18] are a few often 

employed methods. The optimal subset of phrases may be 

chosen thanks to these algorithms' effective exploration of 

the solution space. 

Initialization and Population: Usually, metaheuristic 

algorithms begin with a population of potential solutions. 

These preliminary answers may be produced at random or 

by applying heuristics, such picking the phrases with the 

greatest information. 

Iterative Search: Iteratively enhancing the potential 

solutions is part of the optimization process. To explore and 

take advantage of the solution space, metaheuristic 

algorithms use operators including mutation, crossover, 

and local search. In order to guarantee the discovery of a 

globally optimum or nearly optimal summary, these 

operators are made to strike a balance between exploration 

and exploitation. 

Termination Criteria: Until specific termination 

requirements are satisfied, the optimization process keeps 

going. These standards may consist of a time constraint, a 

convergence criterion, or a maximum number of 

repetitions. 
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Post-processing: The final summary is formed by 

extracting the chosen sentences when the optimization 

procedure is finished. The consistency and readability of 

the summary can be enhanced by adding further post-

processing techniques, such rearranging the phrases or 

softening the transitions between them. 

 

Evaluation: Evaluation measures such as ROUGE (Recall-

Oriented Understudy for Gisting Evaluation [19]evaluate 

the quality of the produced summary. These metrics assess 

how well the key details from the original content are 

conveyed in the summary. 

 

2. NATURE-INSPIRED METAHEURISTIC 

APPROACHES FOR TEXT SUMMARIZATION 

The process of producing a succinct and coherent summary 

of a single document by choosing the parts of its phrases or 

sections that contain the most crucial information is known 

as single document extractive text summarizing. The 

selection of these sentences may be made as efficient as 

possible by using heuristic techniques[20][21]. In this case, 

three metaheuristic algorithms that may be used for text 

summarization are Particle Swarm Optimization 

(PSO)[22][23], Cuckoo Search[2], and Firefly 

Algorithm[12]. 

 

Particle Swam Optimization(PSO): PSO is a population-

based optimization method modelled after fish or bird 

social structures. Potential solutions, or sentence subsets, 

can be represented as particles in the context of text 

summarization. A candidate summary is represented by the 

location of each particle in the solution space. As the 

particles travel across the solution space, they modify their 

locations in accordance with both the global best solution 

discovered by the entire swarm and their own best 

solutions[24]. A summary's quality may be assessed using 

the fitness function by taking into account factors like 

coherence and informative-ness. 

 

Cuckoo Search Optimization(CS): Another population-

based optimization approach that draws inspiration from 

certain cuckoo species' nest parasitism is called Cuckoo 

Search. You may employ a population of possible solutions 

(summaries) as nests in text summarization. The potential 

solutions are represented by cuckoos. By placing eggs in 

nests, the algorithm creates new solutions and swaps out 

less suitable answers with better ones. In terms of 

coherence and topic coverage, the summaries' quality is 

assessed using the fitness function. 

 

Firefly Optimization: The Firefly Algorithm is a nature-

inspired algorithm that simulates firefly' flashing patterns. 

You may think about each firefly as a possible summary 

when it comes to text summarization. A firefly's quality 

determines how enticing it is to another, with brighter 

fireflies denoting better descriptions. Fireflies seek for 

brighter surroundings, and the algorithm continuously 

improves the summaries until they reach a point of 

convergence. The coherence, relevance, and informative-

ness of a summary may all be measured using the fitness 

function[25]. 

 

3. FRAMEWORK FOR SINGLE DOCUMENT TEXT 

SUMMARIZATION 

We describe a new framework for metaheuristic-based text 

summarization of a single document dataset in this section. 

The framework for the proposed single document text 

summary is depicted in Figure 2. The framework employs 

the particle swam, cuckoo, and firefly optimization 

algorithms and includes the following steps: 

1. Text extraction from XML documents. 

2. Data pre-processing. 

3. Giving sentences different weights based on their 

relevance. 

4. Choose the most important sentences. 

5. Using the nature-inspired optimization approach, 

generate the summary. 

6. Assessment of the generated summary. 

 

DUC2001 and DUC2002 are the datasets that were utilized 

for the experiments[26]. The National Institute of Standards 

and Technology (NIST) has published these documents in an 

effort to encourage academics working in the field of natural 

language processing (NLP) to have presented the news item 

documents spanning multiple years with the assistance of 

Newswire and the New York Times. Additionally, NIST gave 

reference summaries of the single document that was 

provided; hence, these datasets are now used as benchmarks 

for text summarization. The data sets are made available in an 

XML format. This data is then extracted into CSV files in 

preparation for the subsequent pre-processing and 

algorithmic method[27]. Converting single document 

sentences and words into vectors can be done in a number of 

different ways, some of which include using TF-IDF, 

thematic score, and sentence position. The TF-IDF values: 

Term frequency (TF) and inverse document frequency (IDF) 

are essential statistics that measure term significance in a 

document and throughout a collection[28][29]. They 

determine document phrase weight, which indicates 

importance. Document term frequency (TF) measures term 

occurrence. It is commonly determined as the term's 

frequency in the document divided by its word count[30]. 

Inverse document frequency (IDF) measures phrase rarity 

across documents. It is the logarithm of the collection's papers 

divided by those containing the term[29]. 
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Fig. 2 Framework for metaheuristic based single document text summarization 

 

 

…………….(1) 

 

 
…………….(2) 

 

The word weight is calculated by multiplying the TF and 

IDF values, which measures the term's frequency in the 

document and rarity across the collection. 

 

 

Sentence Position: In this sentence scoring method, 

sentences were scored based on location of the sentence in 

the text document[31]. The position of a sentence in a 

document is often considered to be an important factor in 

determining its importance. The first and last few sentences 

of a document typically contain the most important 

concepts, while the middle sentences are often less 

important. 

 

𝑆𝑝(𝑠𝑗) =  
|𝑗|

|𝑛|/2
 ----------(4) 

Where j = number of line of the sentence in the document  

 n = input document sentence count and Sp = Score based 

on sentence position 

 

Thematic Feature: The phrases[32] that appear most 

frequently in the text. The top n words that appeared the 

most frequently were considered to be thematic words[33]. 

 

𝑇ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑠𝑐𝑜𝑟𝑒 =  
𝑁𝑜.  𝑜𝑓 𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.  𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
 

..(5) 

 

The purpose of defining the summary scoring function is to 

obtain a summary that is more accurate as compared to 

summaries created by humans. The TF-IDF, Sentence 

position(SP) and Thematic score (TS) are all calculated 

based on the values of the sentences that are used in the 

summary scoring function for all nature-inspired 

metaheuristic optimization techniques. 𝛼, 𝛽 and 𝛾 is weight 

of sentence features. The fitness function is define based on 

the these sentence features using equation (6) 

 

 
………………(3) 
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𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  
(𝛼 ∗ 𝑇𝐹 − 𝐼𝐷𝐹 +   𝛽 ∗ 𝑆𝑃 +  𝛾 ∗ 𝑇𝑆 )

𝛼 +  𝛽 +  𝛾
 .(6) 

 

4. EXPERIMENTAL SETUP AND SUMMARY 

EVALUATION 

 

In this section, we will begin by defining the parameters 

that will be used in our proposed algorithm, as well as the 

characteristics of the datasets and manual summaries that 

will be required beforehand. After that, we provide a 

condensed description of our algorithm and compare the 

summaries produced by our models to the summaries that 

were used as references (manuals). At each iteration, the 

parameters are controlled by a few fixed parameters, and 

this is done in order to find the randomness in the algorithm 

so that it can achieve a higher convergence rate. 

Experiments typically make use of the benchmark datasets 

known as DUC 2001 and DUC 2002. The features of 

datasets are outlined in Table 1. The Avg. ROUGE score of 

DUC 2001 and DUC 2002 dataset using three sentence 

features TF-IDF, Thematic score and sentence position is 

showing in below Table 2 and Table 3.  

 

Table 1.  Datasets information 

Dataset No of cluster Docs Per Cluster Golden Summaries Total Documents 

DUC 2001 30 ~10.3 4 Human Summaries 308 

DUC 2002 59 ~9.6 4 Human Summaries 567 

 

Table 2. Avg. ROUGE Result for dataset DUC 2001 

ROUGE Metrics Result TF-IDF Sentence Position Thematic Score 

 

ROUGE -1 

Recall 0.2726 0.2877 0.2987 

Precision 0.2540 0.2754 0.2914 

F-score 0.2607 0.2785 0.2928 

 

ROUGE -2 

Recall 0.0904 0.1019 0.1090 

Precision 0.0855 0.0987 0.1044 

F-score 0.0872 0.0992 0.1061 

 

ROUGE -L 

Recall 0.2497 0.2683 0.2750 

Precision 0.2327 0.2568 0.2683 

F-score 0.2388 0.2597 0.2696 

 

 
Fig. 3 Avg. ROUGE Result for dataset DUC 2001 

 

Table 3 Avg. ROUGE Result for dataset DUC 2002 

ROUGE Metrics Result TF-IDF Sentence Position Thematic Score 

 

ROUGE -1 

Recall 0.3154 0.3366 0.3438 

Precision 0.3078 0.3330 0.3515 

F-score 0.3086 0.3317 0.3446 

 

ROUGE -2 

Recall 0.1199 0.1360 0.1418 

Precision 0.1223 0.1400 0.1463 

F-score 0.1204 0.1372 0.1433 

 

ROUGE -L 

Recall 0.2895 0.3134 0.3182 

Precision 0.2828 0.3102 0.3255 

F-score 0.2833 0.3089 0.3191 
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Fig. 4 Avg. ROUGE Result for dataset DUC 2002 

 

Table 4 Avg. ROUGE Result for dataset DUC 2001 using metaheuristic optimization 

ROUGE Metrics Result PSO Cuckoo Search Firefly 

 

ROUGE -1 

Recall 0.2695 0.3244 0.3012 

Precision 0.2638 0.3125 0.2983 

F-score 0.2642 0.3187 0.3004 

 

ROUGE -2 

Recall 0.0885 0.1282 0.1147 

Precision 0.0873 0.0903 0.0998 

F-score 0.0872 0.0909 0.1038 

 

ROUGE -L 

Recall 0.2512 0.2784 0.2571 

Precision 0.2458 0.2700 0.2494 

F-score 0.2463 0.2718 0.2511 

 

 
Fig. 5 Avg. ROUGE Result for dataset DUC 2001 using metaheuristic optimization 

 

Table 5 Avg. ROUGE Result for dataset DUC 2002 using metaheuristic optimization 

ROUGE Metrics Result PSO        Cuckoo Search        Firefly 

 

ROUGE -1 

Recall 0.2914 0.3451 0.3178 

Precision 0.3071 0.3482 0.3364 

F-score 0.2946 0.3437 0.3227 

 

ROUGE -2 

Recall 0.1163 0.1487 0.1324 

Precision 0.1251 0.1535 0.1438 

F-score 0.1194 0.1504 0.1366 

 

ROUGE -L 

Recall 0.2754 0.3236 0.2953 

Precision 0.2901 0.3267 0.3126 

F-score 0.2784 0.3223 0.2998 

0.0
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Fig. 6 Avg. ROUGE Result for dataset DUC  2002 using metaheuristic optimization 

 

5. CONCLUSION 

In this paper, we investigated the performance of three 

different metaheuristic algorithms for the purpose of single 

document text summarization. These methods were 

Particle Swarm Optimization (PSO), Firefly Algorithm 

(FA), and Cuckoo Search (CS). According to the results of 

our tests, the Cuckoo Search and FA algorithm performed 

better than the PSO algorithm and the CS algorithm when 

measured against the ROUGE-1, ROUGE-2, and ROUGE-

L criteria. This is probably because the FA algorithm is 

better at searching the search space and locating the best 

feasible summary text than other algorithms are. In 

addition, we discovered that the thematic score as well as 

the cuckoo search were extremely helpful when it came to 

determining which sentences in the document included 

significant information. This shows that these traits could 

be useful for boosting the performance of algorithms that 

summarized single documents of text. 
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