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Abstract—Nowadays, the diabetes mellitus disease is increasing rapidly across the world. It is a chronic metabolic disorder, where patients 

unable to manage their blood glucose levels will lead to heart attack, blindness, renal disease, kidney problems etc. and that causes a lot of deaths 

per year. Patients need to pay a lot of money to practitioners and medicine for the maintenance of blood glucose level.  So, it is necessary to 

develop a smart and intelligent system based on artificial neural network that can help network early detection of diabetes and be helpful to the 

practitioner for the early treatment so it can stop the progress of the disease. In this work, a dataset from Pima, India was taken to predict the 

possibility of diabetes. The objective of the paper was to minimize the error function in neural network training using a neural network model. 

The average error rate decreases during training and gave an accuracy of 95.93% for the predication of whether a person is diabetic or not.  
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I.  INTRODUCTION (HEADING 1) 

Many nationals at present are facing problems with 

diabetes mellitus. Diabetes mellitus is one of the untreatable 

chronic diseases that develop due to abnormal glucose in the 

[1]. Diabetes mellitus is caused for two reasons: when the 

pancreases are unable to produce an adequate amount of 

insulin (lower blood glucose level) or the body cells cannot 

utilize the produced insulin (high blood glucose) 

[2].    Diabetes mellitus is caused due to the deficiency of 

pancreatic beta cells, resulting in insulin deficiency and latter 

consequences are the ineffective supply of insulin into the 

body[3].Insulin plays an important role in regulating the 

glucose level in the blood and if the body fails to utilize 

glucose to produce energy, it builds up in the blood, resulting 

in hyperglycemia [4]. This can lead to life threatening 

complications such as heart attack, cardiovascular disease, 

ketoacidosis, eye blindness, nerve damage, adrenal gland 

tumour and other complications [5]. There are three types of 

diabetes:  Type-1 (T1D), Type-2 (T2D) and Type-3 

(gestation[6]. Type-1 diabetes chronic disease where 

pancreases stop the production of insulin due to which 

imbalance of glucose levels in the blood and approximately 

8%- 10% of all diabetes cases in the worldwide [7]. Type-2 

diabetes, there does not produce enough production of insulin 

to regulate the blood glucose level, which causes high blood 

glucose levels in the [8]. These generally occur in people in 

the range of 25-70 years because of unhealthy diet, stressful 

lifestyle, no exercise etc. and there are approximately 90%- 

95% of all diabetes cases worldwide. Type-3 is also known as 

gestational diabetes. It is generally found in pregnant women 

and can be cured by proper treatment and diet  [9].  

 Diabetes mellitus is the world's third largest common 

disorder and, according to the World Health Organization 

(WHO), will be 643 million people worldwide suffering from 

diabetes by 2030 and it also estimates that diabetes is the cause 

of death for more than 1.5 million individuals per year. India is 

the second largest diabetes patient country, with 

approximately 77 million diabetes patients [10].  

Doctors, medic, nutritionists and current research 

confirmed that there is no established cure for diabetes but, 

disease is discovered at an early stage, the chances for 

recovery will be greater. It can be controlled by regular 

treatment, proper nutrition and regular exercise[11].  

 In this research paper, we have developed an artificial 

neural network (ANN) model in order to correctly classify 
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new as well as present instances of diabetes patients. The 

artificial neural network consists of many hidden layers, each 

hidden layer having a large number of neurons and all hidden 

layers are fully connected to each other. This present large 

number of neurons in the hidden layer gives a more accurate 

solution to the problem. In this research paper we used three 

hidden layer ANN with hyper parameter tuning, a model 

which gives a high practitioners a model which is beneficial 

and valuable to medical practitioners, clinicians and 

nutritioners for proper diagnosis of the patient. 

II. RELATED WORK 

There are several artificial intelligence and machine 

learning models developed for early predication of diabetes 

mellitus and some approaches are discussed below.             

Rajiv Dey, Vaibhav Bajpai, Gagan Gandhi and Barnali 

Dey proposed a technique to predict diabetes mellitus using a 

back propagation algorithm of an artificial neural network 

(ANN). The ANN architecture used for tasks is a supervised 

multilayer feed-forward network with back propagation 

learning techniques. This technique improved the model 

classification accuracy by 92.5 %, which can be considered as 

a good result [12].  

Suyash Srivastava, Lokesh Sharma and Vijeta Sharma et. 

al. proposed an artificial neural network model for predication 

of diabetes. This technique, we used Pima India diabetes 

dataset and speeded up the pre-processing by reconstructing 

the missing value by means of the column feature. The back 

propagation technique is used to update the weight and the 

model obtained an accuracy of 92%, which can be considered 

as a good result [13].    

Rasool Jader and Sadegh Aminifar proposed a method for 

fast and accurate recognition of diabetes mellitus. In this 

paper, compare two and three hidden layer neural networks 

and compare the performance of both the models with epoch 

100 and the low learning rate. They found that the three 

hidden layer neural network was high accuracy of 91% a 

which can be considered as a good result  [14].  

Manaswini Pradhan and Dr. Ranjit kUmar Shau 

experimented and suggested a novel artificial neural network 

for predication of diabetes disease. In this paper, training with 

back propagation and genetic algorithms and classification 

accuracy compared. Found that the novel algorithm model 

performed better than the general model and model accuracy 

was 73.4 % [15]. 

The proposed method aims to avoid the patient going to 

going to a practitioner and hospital staff for various medical 

check-up like blood test, blood pressure, weight etc. This 

algorithm is simply designed for patients who can enter all 

physical condition parameters and track the diabetes stage.  

 

III. METHODS 

  The proposed model used early prediction of diabetes 

mellitus using deep learning algorithms and data mining, 

which is called artificial neural network.  Following figure 1, a 

flowchart involves data collection, data pre-processing, and 

implementation of neural network and result analysis, which 

can be used to propose a model for early prediction of diabetes 

mellitus.   

 

 

Figure 1.  Flow chart of proposed model 

A.  Data collection 

In the modern world, the patient data has been stored 

is electronic health care equipment and available for research 

purposed in dataset format. The data that were used to train the 

model is the Pima India Diabetes dataset. In this dataset 768 

samples,  8 feature attributes and one output attribute is a 

binary class distribution. Class 1 represents the diabetes test 

positive and class 0 represents the diabetes test negative. The 

negative class instances 500 i.e 65.1% of the dataset and the 

positive class instances 268 i.e. 34.9% of the dataset.   

 

 

Figure 2.  All feature samples in the dataset. 
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Figure 3.  Number of positive and negative diabetes patient in the dataset  

B.  Data Pre-Processing 

In data pre-processing we have to do the following steps. 

• To remove redundant information features 

from the dataset. This will reduce the size of the 

dataset and increase the processing operation.   

• To check any missing value or NA in the 

feature dataset. If we have any missing value or NA, 

we can replace mean or mead in the same sample 

feature column. 

• Data normalization is used to change 

unintelligible data into understandable data. In the 

dataset feature, numeric values are in different 

ranges. To get the best accuracy from the model, we 

need to convert all features numeric values into a 

single range. The z-score method, which is used to 

randomize every feature value in the dataset. The 

mathematical formula for normalizing the z-score, 

mean and standard deviation can be written in 

equations 1, 2 and 3 respectively.  

 

𝑧 =
(𝑋𝑖−𝑀𝑒𝑎𝑛)2

𝑆𝐷
                              (1) 

Where,  

Xi is the 𝑖𝑡ℎ sample instances  

Mean = 
∑ 𝑋𝑖𝑁

𝑖=1

𝑁
                 (2) 

√
∑ (𝑋𝑖−𝑀𝑒𝑎𝑛)2𝑁

𝑖=1

𝑁−1
                (3) 

 

 

Figure 4.  Feature Sample no missing value 

C.  Implementation of Artificial Neural Network 

Artificial Neural Network model developed based on 

biological neural network and he mimics the human brain 

jobs. Artificial neural network consist of multilayer neurons 

and each layer neurons are interconnected to each other, which 

exchange the information. Each connection has numeric 

weight and bias that can be tuneable based on neuron error. 

This make neural network adaptive to inputs feature and 

capable of learning and predict the feature output.  

In this we have experimentally recommended three hidden 

layer neural network and sigmoid activation function. If you 

increase the hidden layer than computation time and space is 

going to increase. We get the best outcome accuracy and fast 

computation when we used three hidden layer, activation 

function sigmoid, back propagation technique and tuning 

hyper parameter. The following figure 5 shows the neural 

network architecture.  

 

 

Figure 5.  ANN Architecture  

In this artificial neural network we used back propagation 

technique and hyper parameter tuning for reduce the loss 

(error) and maximise the accuracy. The following algorithm 

used to design ann model.  

 

 

Figure 6.  ANN algortihm model 
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Here we consider only one neuron for the understanding of 

operation of the model.  

 

Figure 7.  Single neuron compute output corresponfing weight, 

bias and input vector 

1) Update the weight and bias  

Initially the network weight and neuron bias value 

to be initialize very small random number.  

2) Propagate inputs to forward  

The input training feature samples feed to the 

input layer of the network. Each layer neuron 

compute output based on input vector, weight and 

bias, pass the output to the next layer neurons. The 

net input computed to neuron in the layer is linear 

combination of the inputs and weight as shown 

mathematically in equation 4.  

 

X = X1*W1+X2*W2+b        (4) 

We used sigmoid function or logistic function for 

activation of the neuron. Sigmoid function is used for 

the binary classification and mathematically 

represented as shown in equation 5. 

 

𝑌^ =
1

1+𝑒−𝑋                             (5) 

 

3) Back propagate the error for updating the weight and 

bias  

The output loss (error) is back propagating to 

update the weight and bias of the network for 

minimising the loss.  Loss function mathematically 

shown in equation 6.    

 

L (MSE) =
∑ (𝑌−𝑌^)2𝑁

𝑖=1

𝑁
             (6) 

Where,  

   Y^ is the predicated output of the neuron 

   Y is the actual output of the dataset.  

   Back propagation techniques used gradient descent 

method to search for a weight that fit the training data 

so as to minimise the mean squared error.  The new 

weight update represented in equation 7. 

Wnew = Wold - 𝜕
𝑑𝐿

𝑑𝑊 𝑜𝑙𝑑
         (7) 

 

Bias update represents the following equations 8. 

 

bnew = bold  - 𝜕
𝑑𝐿

𝑑𝑏 𝑜𝑙𝑑
        (8) 

Where, 

  𝜕  is learning rate, helps to reach the global 

minima fast and also helps to avoid stuck at local 

minima.  

 

D. Hyper-parameter tuning  

Hyper-parameter tuning is used to get maximum 

accuracy of the model; following are the few 

parameters which are used for increase the 

performance of the model.  

1) To change the learning rate of the 

model to reach maximum accuracy.  

2) To increase the number of epoch 

the model will reach maximum accuracy.  

3) To increase the number of batches 

the model will reach maximum accuracy.  

 

E.  Statistical tools for evaluation of performance  

The confusion matrix is used to measure the performance 

of the various classification models.  

 

Figure 8. Confusion Matrix 

The confusion matrix is calculated following parameter.  

1)  Accuracy  

Accuracy can be measured by divide the summation of TP 

and TN against the whole population. It measure weather 

model correctly represent number of positive or negative 

sample in dataset. The formula is shown in equation 9. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
                                           (9) 
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2)  Sensitivity  

Sensitivity for the matrix can be calculated by taking 

summation of main diagonal to the true positive value. It is 

used to measure any disease in classification technique; it may 

be represented as equation 10.  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                     (10) 

3) Specificity  

It is used to measure the true negative rate and is given in 

equation 11. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                      (11) 

4)  Precision  

It is used to measure the number of correct positive result 

divided by the number of positive result predicated and is 

given in equation 12. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                         (12) 

5)  Error rate  

It can be calculated by summation of FP and FN against 

the whole population.  The formula is shown in equation 13. 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
                                           (13) 

6) F1- Score 

It is used to measure the test accuracy, F1 score obtained 

by dividing the true positive against whole positive class value 

predicated. The range of F1 score is between [0-1]. It tells how 

precise your classification is as well as how robust it is.  The 

mathematically is represented in equation 14. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
1

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
+

1

𝑟𝑒𝑐𝑎𝑙𝑙

                                       (14) 

 

IV. RESULT ANANLYSIS 

The model was developed and trained on Anaconda 

Navigator studio and using popular frame work Tensor Flow 

open. The hardware that was used for the experiment was Dell 

laptop with Intel core i3 and 7th generation.  Confusion matrix 

of diabetes predication result using ANN is shown in figure 

9.In this matrix is showing no false negative classification of 

the model which is best part of the model. Few are false 

positive classification and this person can go higher test for the 

confirmation of dieses.  

 

Figure 9. Dataset classification result in confusion matrix 

The following table 1, shows the performance of the 

evaluation matrix of the proposed model.  The designed model 

was giving accuracy 95.93% which is consider best model for 

the early predication diabetes mellitus.   

TABLE I.  EVALUATION  MATRIX FOR THE PROPOSED MODEL 

 

Accuracy Sensitivity Specificity Precision Error 

Rate 

F1-

Score 

0.9593 1 0.93 0.8844 0.045 0.936 

 

V. CONCLUSION  

Diabetes is an uncontrolled chronic disease and the 

majority of the people are affected. Uncontrolled disease can 

create many complications and hence early detection helps for 

the right treatment and proper management of diabetes.  The 

main objective in this research paper is to find the diabetes at 

an early stage for the right treatment.  In this study, it 

implemented a new ANN model with hyper-parameter tuning 

for early prediction of diabetes and found model accuracy is 

95.93%. The proposed system will be helpful to medical 

practitioners and nutritionists for early treatment of diabetes.  
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