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ABSTRACT:- 

Breeding value prediction plays a crucial role in improving crop breeding by accurately anticipating the genetic value of phenotypic 

traits. However, existing methods often lack accuracy in predicting genomic estimated breeding values (GEBVs) and do not 

sufficiently focus on regression-based approaches. To address this challenge, we propose a novel methodology for genomic 

prediction of phenotypic trait yield using a two-level classification approach. 

In the first phase of our methodology, termed Genomic Prediction of Phenotypic Trait Yield using Two-Level 

Classification , we perform classification on the biological sequences of a subpopulation of Oryza sativa (rice). These sequences are 

then clustered based on the leaves of a phylogenetic tree, utilizing the Unweighted Pair Group Method with Arithmetic Mean 

(UPGMA) algorithm. 

In the second phase, we employ machine learning techniques such as Multiple Linear Regression (MLR) to predict GEBVs 

and achieved remarkable accuracy ranging from 99 to 100 percent on the subpopulations of rice. By integrating the phylogenetic 

clustering approach and MLR-based prediction, our methodology demonstrates promising results for accurately predicting GEBVs, 

which can be passed on as genetic value to subsequent generations of offspring. 

This research highlights the potential of our two-level classification approach in improving the accuracy of genomic prediction for 

phenotypic trait yield in rice breeding programs. The findings contribute to the development of enhanced breeding strategies, 

enabling more efficient selection of desired traits and facilitating the development of genetically improved crop varieties. 
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INTRODUCTION:- 

The field of genomics has revolutionised crop improvement 

by providing insights into the genetic architecture of 

important traits in various crops, including rice (Oryza 

sativa), soybean, and maize. Numerous studies have explored 

the application of genomic selection [11], association 

mapping, and deep learning techniques to enhance breeding 

efforts and improve the efficiency of trait prediction in these 

crops. In this research paper, we aim to investigate the 

relationship between genotypes, specifically Single 

Nucleotide Polymorphisms (SNPs) [12], and phenotypic 

characteristics, focusing on the trait of "height" in rice. 

 In the study conducted by Spindel et al. (2015), the authors 

explored the effectiveness of genomic selection in elite 

tropical rice breeding lines. They examined the impact of 

various factors, such as trait genetic architecture, training 

population composition, marker number, and statistical 

models, on the accuracy of genomic selection. This research 

highlighted the potential of genomic selection as a promising 

breeding technique to enhance the efficiency and speed of 

rice breeding programs. 

Yan et al. (2020) developed SR4R, an integrative SNP 

resource for genomic breeding and population research in 

rice. This resource provides a comprehensive collection of 18 

million SNPs identified through resequencing of rice 

accessions. It serves as a valuable tool for researchers 

studying the genetics of rice and facilitates the identification 

of genetic variants associated with important traits. 

The study by Yabe et al. (2018) focused on grain weight 

distribution and its relationship to genomic selection for 

grain-filling characteristics in rice. The authors proposed a 
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novel method using a mixture of two gamma distributions to 

describe the observed grain weight distribution. Their 

findings highlighted the importance of grain weight 

distribution components, such as the proportion of filled 

grains, average weight of filled grains, and variance of filled 

grain weight, in predicting grain yield. 

Jeong et al. (2020) developed GMStool, a GWAS-based 

marker selection tool for genomic prediction from genomic 

data. This tool aimed to improve the efficiency and accuracy 

of marker selection compared to existing methods. By fitting 

a statistical model assuming small and similar effect sizes of 

markers, GMStool successfully identified markers with the 

largest estimated effects for genomic prediction. In the study 

by Liu et al. (2019), a deep convolutional neural network 

(CNN)[19] was utilized for phenotype prediction and 

genome-wide association study in soybean. The CNN was 

trained on a dataset of soybean genotypes and phenotypes, 

enabling accurate phenotype prediction and identification of 

genetic variants associated with important traits. Bartholomé 

et al. (2022) provided an overview of the progress and 

perspectives in genomic prediction for rice improvement. 

This comprehensive review highlighted the advancements in 

genomic prediction methods, such as genomic selection, 

association mapping, and machine learning, and their 

potential applications in enhancing rice breeding programs. 

Orhobor (2019) proposed a general framework for building 

accurate and understandable genomic models, focusing on 

rice. This framework incorporated background knowledge 

and employed feature stability, inductive logic programming 

(ILP), and meta-learning to improve the model building 

process. The study emphasized the importance of 

interpretable genomic models for better understanding the 

genetic basis of traits. 

Sitoe et al. (2022) investigated the detection of quantitative 

trait loci (QTLs) for plant height architecture traits in rice 

using association mapping and the RSTEP-LRT method. 

Their study identified significant QTLs for plant height, 

peduncle length, and internode length. The findings provided 

insights into the genetic regulation of plant height 

architecture in rice. 

Kaler et al. (2022) explored genomic prediction models for 

traits differing in heritability in soybean, rice, and maize. The 

authors investigated the accuracy of genomic prediction using 

different models, such as SVM regressor, Random Forest, 

and XGBoost(Continuation of the Introduction): 

Labroo et al. (2021) focused on genomic prediction of yield 

traits in single-cross hybrid rice. They employed a genomic 

best linear unbiased prediction (GBLUP) model to predict the 

yield per plant of F1 hybrids. The study demonstrated the 

potential of genomic prediction in identifying high-

performing single-cross hybrid rice lines, which can 

contribute to improving yield potential in rice crops. 

Building upon the insights from these previous studies, our 

research aims to investigate the relationship between 

genotypes, particularly SNPs, and the phenotypic 

characteristic of height in rice. We collected SNP data for 

yield and subpopulation from the RiceVarMap database, 

consisting of 530 SNPs for both 9 and 24 chromosome 

variations. By merging and preprocessing the data, we 

explored three different approaches: genotypic prediction, 

machine learning, and deep learning. 

In the genotypic prediction approach, we mapped the SNPs 

to their respective subpopulations and performed multiple 

sequence alignment using ClustalW [14,15], ClustalO 

[14,15], and Muscle tools. Muscle provided optimal results, 

allowing us to form 69 clusters in the 9 chromosome variation 

and 317 clusters in the 24 chromosome variation. We utilised 

the Needleman-Wunsch algorithm [16] to classify SNPs into 

their respective clusters and predict the height range based on 

the classified subpopulations. This approach achieved an 

accuracy of 81.34%. 

For the machine learning approach, we used the variation IDs 

as parameters and trained models such as SVM (regressor), 

Random Forest, and XGBoost. Among these models, 

Random Forest exhibited the highest accuracy of 82.34%. 

Notably, we observed a decline in mean squared error when 

increasing the chromosome variations from 9 to 24, 

indicating improved model performance. 

In the deep learning approach, we employed an Artificial 

Neural Network (ANN) model to predict height and yield 

values. Interestingly, the deep learning model demonstrated 

increasing accuracy as the number of chromosome variation 

IDs increased from 9 to 24, indicating improved performance 

due to decreased redundancy. 

By combining insights from previous research and our own 

investigations, our study contributes to the understanding of 

the relationship between genotypes and the yield trait in rice. 

The findings from this research can potentially aid in the 

development of more efficient and accurate prediction 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 

 

 
    3862 
IJRITCC | September 2023, Available @ http://www.ijritcc.org 

models for yield and contribute to the improvement of rice 

breeding programs. 

METHODS AND MATERIAL:- 

Genotype and phenotype data of various rice accessions were 

obtained from the RiceVarMap database, specifically the 

imputed dataset that estimated missing genotypes [1]. The 

dataset included information on single nucleotide 

polymorphisms (SNPs) in rice, and we focused on the top 24 

SNP variation IDs based on their Pearson correlation 

coefficients, indicating their relevance to the investigated 

traits [2]. 

 

To combine and preprocess the dataset, three separate files 

were utilized: Cultivar Information, genomic sequences for 

the SNP variation IDs, and phenotype information. Missing 

values were addressed, and overlaps were resolved to create 

a unified dataset. The genomic sequences file contained 

specific codes representing missing data, which were 

replaced with the primary and secondary alleles for the 

respective SNPs [2]. 

 

Phylogeny analysis was conducted to reconstruct the 

evolutionary relationships and genetic relatedness among the 

rice cultivars. The muscle tool was used for sequence 

alignment, which involved arranging DNA sequences to 

identify regions of similarity. The alignment score, reflecting 

sequence similarity, was calculated using the muscle tool. A 

phylogenetic tree[17] was constructed based on the aligned 

sequences, employing the UPGMA algorithm [2]. 

 
  Fig 1:   FASTA file sequence 

 

Different combinations of alignment tools and tree 

construction algorithms were tested, with the muscle tool [14] 

and UPGMA algorithm [15] yielding the most accurate and 

balanced phylogenetic tree. The constructed phylogenetic 

tree [17] served as the basis for forming clusters of cultivars 

with similar genetic characteristics. A custom script was 

developed to create 317 distinct clusters representing 

subpopulations within Oryza sativa [2]. 

 
 Fig 2: Phylogenetic tree of  sequences 

 

The clustering approach allowed us to group cultivars based 

on genetic similarity, providing insights into the genetic 

diversity and population structure of Oryza sativa. This 

approach enabled the prediction of subpopulations and 

subsequently the height of Oryza sativa plants based on 

genetic similarity to known cultivars. When encountering an 

unidentified sequence, its similarity score was calculated 

against the sequences in the database, and the sequence was 

assigned to the cluster with the highest similarity score. The 

assigned subpopulation was determined by the majority of 

subpopulations present in that cluster [2]. 

To validate the accuracy of our approach, we conducted a 

genomic prediction [18] analysis. We trained and tested 

various machine learning models, including support vector 

machines (SVM), random forest, and XGBoost, using the 

variation IDs as parameters. Model performance was 

evaluated based on accuracy and mean squared error. 

Additionally, an artificial neural network (ANN) model was 

employed for deep learning analysis, predicting height values 

using the genotype data [2, 9, 10]. 

Overall, our methodology combined genotypic prediction, 

phylogeny analysis, and machine learning [20] approaches to 

predict the height of Oryza sativa plants based on their 

genomic characteristics. The dataset from RiceVarMap [21], 

along with the constructed phylogenetic tree and clustering, 

provided valuable insights into the genetic relationships and 

subpopulation structure of Oryza sativa, enabling accurate 

height prediction. 

We have observed that for each and every approach has its 

own factors effecting the output factors like no of 

chromosome ids etc 
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  Fig 3:  comparison of various  approaches wrt to chromosome id’s 

CONCLUSION  

  We implemented various Machine Learning techniques 

Random Forest, SVM , genetic methods  and deep leaning 

techniques for predicting  phenotypic trait yield  of Oryza 

sativa. As per our resulTs deep learning techniques have done 

well w.r.t to number of chromosomes  compared with 

machine learning techniques. 
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