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Abstract—Detecting suspicious visual objects is essential to applying automatic violence detection (AVD) in video surveillance. 

Continuous monitoring of objects or any unusual things is a tedious task. Learning about video surveillance is an emerging 

research problem in AVD applications. Deep learning is an intelligent and trustworthy technique for detecting or classifying 

suspicious data objects. It classifies suspicious video frames by modeling specific categories of videos. The current deep models 

convolutional neural network (CNN), convolutional long-term and short-term memory (ConvLSTM), AlexNet, VGG-16, 

MobileNet, and GoogleNet, are wildly succeeded in real-time violence detection with the input of video clips. This paper presents 

the findings of experimental studies for deep models using classification measures to demonstrate the models' efficacy for our 

AVD application. Benchmarked violence (V), non-violence (NV), and weapon violence (WV) video datasets are used in the 

experiment to describe the model's performance while classifying suspicious videos for public safety. 
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I.  INTRODUCTION 

Video surveillance is ubiquitous for detecting descriptive or 
suspicious objects in a real-time public safety application [1]. 
The emerging visual systems must classify normal and 
abnormal objects by detecting motion in a dynamic video. Most 
organizations seeking video surveillance detection systems 
include banks, hospitals, shopping malls, airports, railway 
stations, and other crowded places [2]. Machine learning 
techniques [3] play a significant role in learning videos of 
suspected objects. Present video surveillance systems use 
CCTVs to ensure the security of people in public places. 
However, these systems support post-investigation after the 
crime activity happens. Thus, this paper focuses more on 
detecting suspicious objects dynamically during video 
surveillance without human intervention to prevent crimes and 
provide public safety in crowded places. In video surveillance, 
a manual investigation is initiated after the crime has happened. 
However, faster findings of suspicious objects are required to 
prevent crimes and protect the public. Thus, this paper studies 
the various deep learning techniques for effective video 

learning [4] to find suspicious videos. Continuous video 
learning is the most emerging task for the dynamic detection of 
violence in public places. Developing violence detection 
systems [5] is of prime importance and deep learning models 
efficiently implement it, which employ generalized models to 
recognize many suspicious activities in videos. 

 
Prompt detection of suspicious activities is achieved using 

various deep-learning models and methodologies. In order to 
automatically extract relevant characteristics from video frame 
data and construct reliable representations, deep learning 
models are employed. The deep learning method of 
Convolutional Neural Networks (CNNs) [6] is used for object 
recognition in videos because of their ability to learn visual 
patterns directly from a video frame. CNN has several 
applications, including automatic sign identification and object 
detection. The CNN model's credibility can be improved 
through training with several architectures such as Resent, Alex 
net, VGG net, and dense net [7], [8], and [9]. Fig. 1 shows the 
typical framework of CNN of video learning for specious 
object detection.  
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Figure 1. Typical Framework of CNN for SuspiciousVideo 
Classification Detection 

 
This paper studies the following experimental findings of 

state-of-the-art video learning techniques.  
 
1. The convolutional neural network(CNN) learning rate 

is determined with several performance measures for object 
detection. 

2. Classification results are demonstrated with recent 
deep learning models for recognizing violence/non-violence 
object detection in video surveillance. 

3. CNN, ConVLSTM, and other recent neural network 
models are experimentally studied by finding their model 
accuracies in finding real-time violence detection.  

 
The following sections present the preliminaries of specious 

object detection, deep learning techniques, experimental study 
of deep learning methods, and conclusion with the future scope 
of the work. All Type Style and Fonts 

Wherever Times is specified, Times Roman or Times New 
Roman may be used. If neither is available on your word 
processor, please use the font closest in appearance to Times. 
Avoid using bit-mapped fonts if possible. True-Type 1 or Open 
Type fonts are preferred. Please embed symbol fonts, as well, 
for math, etc. 

II. PRELIMINARIES OF DEEP LEARNING 

NETWORKS 

This paper describes the essential preliminaries of the 
learning process of video surveillance for real-time suspicious 
object detection. Different classes of videos are collected for 
deep model training. Its pre-phase step is familiar to any of the 
deep learning models. In the CNN model, frames are extracted 
initially in the training and testing video datasets, and then 
features are extracted from the same frames. Video annotation 
[10] is a critical step in the training phase of the CNN model, 
and it was done by adding the file name of the video file in the 
cache and the identical copy in the text file. 

A. Video Data Pre-Processing Phase 

Each video file consists of dynamic movable frames, and 
OpenCV extracted these frames in python. An empty list is 
initially defined, and the extracted frames are stored using the 
same library. All frames of the video need not be stored in the 
list. By defining the frame interval (total number of 
frames/sequence length), only a few frames need to be stored 

[11]. These collected frames maintain the frame gap or defined 
frame interval. These frames' size is further reduced from the 
original size to 224x224 or 64x64. The reduced frame size 
makes the training and test process faster during deep learning. 

B. Frame Level Feature Extraction 

After the reduction of frame sizes, either 224x224 or 64x64, 
features of frames are extracted using the variant of the CNN 
model, namely, the inception V3 model [12].  It noted that the 
following preliminaries need to be set up for model training of 
video clips: ‘weights=imagnet’, ‘top=false’, ‘pooling=avg’, and 
‘input shape=size of the frame.’ 

C. Architectural Basics of Convolutional Neural 

Networks 

The following are the standard terms used in this literature. 

The sets of parameters used in convolutional processes that 

can be trained are called "kernel or filter matrix" [13]. 

Although weight and parameter are often used 

interchangeably, we have tried to use the former when 

referring to a parameter (or kernel) outside of convolution 

layers. Typically, a convolutional neural network (CNN) will 

have three layers: a convolutional layer, a pooling layer, and a 

fully connected layer.Convolution and pooling, the first two 

layers, extract features, while the fully connected layer, the 

third layer, integrates the extracted features into the output, 

such as classification. The design of convolutional neural 

networks (CNNs) includes a convolution layer, a specific type 

of linear operation [14]. 

 

Convolution, pooling, and fully linked layers are just some of 

the fundamental components of the CNN architecture [15]. 

Multiple convolution layers, followed by a pooling layer, and 

then one or more fully connected layers are typical 

components of such an architecture. The method by which 

these levels transform input data into output is known as 

forward propagation. While this section focuses on 2D-CNN, 

the convolution and pooling techniques discussed are readily 

applicable to 3D-CNN [16]. 

 

CNN requires GPUs for model training since it is more 

computationally intensive and needs significantly more data to 

train its models because it has millions of learnable parameters 

to estimate. 

D. Convolution Operation and Activation Functions 

A common CNN design uses a convolution layer to perform 

feature extraction. This layer combines linear and nonlinear 

processes (the convolution operation and the activation 

function) to provide an output [17], [18], [19]. Convolution is 

a technique for extracting features from data by applying a 

small array of numbers known as the "kernel" to the input, 

which is also an array of numbers known as the "tensor." As a 

consequence of doing a feature-wise multiplication over each 

element of the kernel's value and the source tensor and 

summing the results, the output value at each position of the 

output tensor, also known as a feature map, can be obtained.  

Depending on the activation function, the output of a neural 

network can range from 0 to 1 or -1 to 1, respectively. There 

are two distinct kinds of activation functions: linear and non-
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linear.The output of a linear activation function is also 

unbounded, therefore its shape is also linear. Sigmoid 

activation function, Tanh activation function, and ReLU 

(Rectified Linear Unit) activation function [20] are all 

examples of non-linear activation functions.The most common 

activation function is the Sigmoid or Logistic one. It is a value 

between zero and one. The slope of the sigmoid curve between 

any two points can be calculated to the differentiability of the 

sigmoid activation function. The activation function of the 

hyperbolic tangent, or Tanh, varies from -1 to 1. 

E. Fully Connected Layers 

In deep learning architectures, it is common practise to flatten 

the feature maps produced by the final convolution or pooling 

layer into a 1D array of numbers (or vector), which is then 

connected to one or more fully connected layers [21], [22] 

(also called dense layers), in which each input is connected to 

each output by a learnable weight. Using the information 

recovered by the convolution layers and down-sampled by the 

pooling layers, a subset of fully connected layers maps the 

network's final outputs, such as the probabilities for each class 

in classification tasks. Most of the time, the number of classes 

determines the total number of output nodes in the final fully 

linked layer. 

 

III. CONVOLUTIONAL NEURAL NETWORK (CNN), 

MAX AND AVERAGE POOLING, AND RECTIFIED 

LINEAR UNIT (RELU) MODELS FOR REDUCTION OF 

FRAME SIZE FOR HIGH DIMENSIONAL VIDEO 

REPRESENTATION 

Finding distinct representations by video learning is a crucial 

problem. By designing model training, CNN significantly 

distinguishes the features of dynamic or movable objects. It 

aimed to convolve the inputs and process the reduced 

representation of high-dimensional video data. It uses the 

kernel or filter matrix to reduce the high-dimensional image or 

frames of video data. It is performed as per the following Eqn. 

(1). 

 𝑅𝑒𝑑𝑢𝑐𝑒𝑑𝐶𝑜𝑛𝑣𝑀𝑎𝑡𝑟𝑖𝑥
= ∑ ∑ 𝐾𝑖,𝑗 . 𝐹𝑖+𝑚,𝑗+𝑚

𝑁
𝑗=1

𝑀
𝑖=1  () 

Whereas K refers to the kernel or filter matrix with the size 
of m x m, and F refers to the original high-dimensional frame 
or image matrix with the size of MxN. The operator '.' is 
applied between the kernel and frame matrix. Convolutional 
neural networks, often known as CNNs or ConvNets, are a type 
of deep neural network that is used in deep learning. Their 
primary purpose is to analyze visual data. ConvNet does not 
involve the matrix multiplications that typically come to mind 
when discussing neural networks. In mathematics, convolution 
is a process whereby two functions are multiplied together to 
get a third function that represents how the first function's 
shape has been altered by the second.    Way of computing the 
convolved features for the black-white image or frames of a 
video clip are as follows: 

 
 
Image or Frame (5 x5) Kernel of Filter Matrix (3 x 3)  
Convolved Features 
If the image is in colour, the same process is applied for R, G, 
B channels and make a sum of their convolved features of three 
R, G, B channels. The following example is illustrated for 
obtaining the convolved features under the three channels. 
 

 
Two classical types of pooling are widely used in CNN, which 
are max pooling and average pooling. For the size of kernel 
matrix on a frame values, max value is picked and placed in the 
result of pooling max; similarly, average of kernel regions of 
frame values are placed in the resulting convolved matrix when 
pooling average is applied. and average frame values of kernel 
fixed region. These results are shown in the following. 
Obtained convolution matrix size of (5 x 5), in which either 
maximum pooling (max pooling) or average pooling (avg 
pooling) are applied with filter matrix ‘F’ of size 2 x 2 and 
stride S=1; then, the resulting features matrix size is computed 
(using the formula (I-F)/S + 1), whereas I refers to either 
number of rows or columns of resulting convolution matrix. 
The resulting max pooling (or avg pooling) is 4 x 4. Obtained 
resulting max pooling (or avg pooling) matrices are as follows: 
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Figure 2. Convolutional Neural Network for Reduction of Dimensions of 

Input Data 

 
In Fig. 2 we show the overall framework of the 

experimental setup. The output of the convolved inputs of the 
high-dimensional video frames (of the three channels) shows 
the reduced representation of video data without losing the 
frame features of the datasets. Because of this, CNNs are useful 
for avoiding the "Curse of Dimensionality" problem because of 
the exponential increase in computing needed to accomplish a 
machine-learning task in response to the linear growth in the 
dimensionality of the input. The convolutional pooling is an 
intermediatory result found in the hidden neural network layer. 
Thus, key steps of CNNs are defined as follows: 

 
• Find the image or frame-level information of video 

data with three channels (R, G, and B). 
• Apply the convolutions and pooling with the kernel 

(or filter) matrix. 
• Determine the low-manifolds of high-dimensional 

video data for learning and classification with considerable 
amounts of computational time.    

The activation function is essential in the CNNs. The activation 
function in a neural network is the mathematical operation that 
takes the weighted sum of the input at a node and returns the 
node's activation as an output. Negative values are also derived 
in a few of the cases in CNNs. When applying the activation 
function, the negative outputs are passed into the inputs of 
successive hidden layers. In a Rectified Linear Unit (ReLU), 
the positive output values are passed as the inputs of the next 
hidden layer. ReLU replaces the zeros if the negative outputs 
are received before passing the inputs of the next hidden layer. 
Artificial neural networks (ANN) [23], which attempt to 
simulate cognitive abilities in activation function, are growing 
in machine learning algorithms. However, as technology has 
advanced, a large amount of data has been generated for which 
ANN has fewer limits, such as processing data in batches or 
demanding greater parameters for computationally expensive 
input. Since the ANN model could not process input sequences 
like audio, text, and video, the Recurrent Neural Network 
(RNN) [24] was created to address this problem. It has been 
found, however, that RNNs fall to the vanishing gradient 
problem as their layer count increases. A function's gradient 
measures how much its output fluctuates in response to slight 
input variations. A function's slope, or gradient, is a different 
term for its value. A higher gradient indicates a faster learning 
rate for a model. However, if the slope is 0, the model will stop 
learning. A gradient measures all weight changes about error 
changes. For models to continue learning, vanishing gradients 
occur when gradient values are too tiny. For example, while 
trying to predict a word, we might need more information than 
just the one preceding it. The term "vanishing gradient 
problem" describes this situation. More than one word's worth 
of background may be needed when doing word prediction. 
The RNN design is the basis for the LSTM architecture [25], 
which has shown effectiveness in temporal data tasks. LSTM 
networks' capacity to capture long-term dependencies in the 
data is the key to their reliable high performance. Long-Short 
Term Memory (LSTM) Networks are a type of Recurrent 
Neural Network that is useful for dealing with the vanishing 
gradient problem. From the computational view, the LSTM is 
more efficient than RNN for long-input data cases. The LSTM 
is especially suited for drawing the outcomes over either video 
or text data's long-term data. ConvLSTM [26] is a network 
variation of the LSTM family that uses a convolution technique 
to learn to identify spatial patterns in high-dimensional input. 
For spatial sequence data found in video, satellite, and radar 
image datasets, LSTM is not a viable option due to its one-
dimensional input data. Data in three dimensions works best 
with ConvLSTM [28].  
 

IV. EXPERIMENTAL OBSERVATIONS OF DEEP 

LEARNING TECHNIQUES 

This paper aims to study deep neural networks 

experimentally to detect suspicious crowd videos when 

violence happens. Detecting violence dynamically is a real 

challenging issue in public places. This paper uses state-of-the-

art deep learning techniques to detect suspicious or abnormal 

activities during video surveillance efficiently.  For the 

experimental purpose, three categories of videos are collected 

[27], which are violence (V), non-violence (NV), and weapon 

violence crowd scenes. In total, 60 high-dimensional video 
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clips of each category are collected and pre-processed with 

uniform dimensions of frames. Fig. 3 shows the sample videos 

(NV, V, and WV) used in this experimental study. 
 

 
Figure 3. Sample Videos Used in the Experimental Study 

 
Three specific models say, CNN, 3D CNN, and 

ConvLSTM, are experimentally studied to classify suspicious 
and non-suspicious activities during video surveillance. Large 
amounts (2/3rd) of NV, V, and WV high-quality video clips are 
used for modeling, and the remaining video clips are used for 
finding the testing accuracy in video classification of violence 
and non-violence data. 
 
Table 1. Deep Learning Models- Accuracy, Loss, and Runtime for Detection 

of Violence, Non-violence, and Weapon-Violence during Video Surveillance 
 

 
 
Runtime comparison of three deep learning models, CNN, 
3CNN, and ConvLSTMare shown in Fig. 4. 

 
 

Figure4. CNN, 3CNN, and ConvLSTM Runtime Comparison 
 
 

The experimental study of deep learning models observed that 
both 3CNN and ConvLSTM performed best when considering 
the accuracy and loss in the validation of testing data with the 
respective trained models. 3CNN achieved good accuracy and 
fewer loss values than ConvLSTM. However, ConvLSTM 
consistently improves the accuracy at every new epoch and 
dramatically reduces the loss value. Compared to the other two 
models, it is faster and achieves the optimum values of 
accuracy and loss. For high-quality video learning, it is 
required to focus more on efficient deep learning models to 
avoid the scalability issues concerning the runtime parameter. 
Thus, ConvLSTM is one of the best deep-learning models for 
real-time suspicious activity detection in video surveillance. 
 
Accuracy and loss comparison of ConvLSTM shown in Fig. 5. 

(from Epoch 1 to Epoch. 25) 
 

 
Figure5. ConvLSTM Accuracy and Loss Values for the Different Epochs 

 
Fig.5 shows that accuracy is gradually increased, and loss is 

gradually reduced for every successive epoch. At every new 

epoch, weight values are updated in ConvLSTM. Therefore, it 

achieves high accuracy at the final epoch. The training data 

was tested for accuracy and loss at every new epoch. For both 

training and validation data test cases, the gradual increase of 

accuracy and reduction in loss values is clearly presented in 

the above diagram.   
 

V. CONCLUSION WITH FUTURE SCOPE OF THE 

WORK 

Public video surveillance and dynamic violence 
detection have become significant challenges. The deep 
learning models successfully handle this problem. This paper 
presents a deep learning study of the research as the 
experimental analysis using the three categories of the videos, 
say, non-violence, violence, and weapon violence. It concludes 
that the 3CNN and ConvLSTM achieved the best accuracy for 
the detection of violent activities. By studying experimental 
analysis, ConvLSTM is scalable and efficient considering the 
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runtime parameter, and the experiment study shows that it is 
15-25% faster than 3CNN. Thus, it is a recommended deep 
learning model for real-time video surveillance applications. In 
future work, it needs to enhance the ConVLSTM with the 
statistical modeling techniques for robust violence detection 
activities in public places.     
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