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 Abstract— Machine learning and deep learning models when applied on EHR systems are considerably augmenting the prediction tasks 

performed on medical data. Humongous amount of information lies in the free form clinical texts. But there exist challenges associated with 

such kinds of unstructured data. Transformers based models like Bidirectional Encoder Representations from Transformers (BERT) has 

revolutionized the work. DISTILBERT, a lighter version of BERT, is even promising as the time required is reduced to nearly one-third without 

losing the performance. In this research work, we present SM-DBERT, Symptom-based Modified DistilBERT architecture designed for 

Chronic Diseases. The foundation of SM-DBERT is symptomatology, as an optimal model should prioritize symptoms as they are the key 

indicators. The existing DISTILBERT architecture has been modified by introducing additional layers and extra embeddings of external 

knowledge and presented along with input ids and attention masks. These extra knowledge helps the model to learn more relevant information.  

SM-DBERT has demonstrated notable improvement in the results. The accuracy obtained with this novel approach is 0.98 as against the basic 

DISTILBERT model. 

Keywords- Clinical notes, DistilBERT, Electronic Health Record, Embedding Layer, Medical Information Mart for Intensive Care, Natural 

Language Processing. 

 

I.  INTRODUCTION 

There has been a good adoption rate of EHR systems in many 

developed countries. But in many developing countries like 

India, a substantial amount of medical information is 

documented in clinical notes like prescriptions, discharge 

reports, laboratory reports, etc. These unstructured data contain 

massive amount of information and can provide meaningful 

insights to medical practitioners. 

According to a recent survey, the utilization of Electronic 

Health Record (EHR) systems has increased by nine times 

compared to the survey conducted in 2008[1]. EHR systems are 

capable of managing both structured and unstructured data, such 

as patient information, admission records, diagnosis and 

procedure data, vitals of patients, laboratory results, discharge 

summaries, data from various sensors etc.  The unstructured 

data, though a good source of information, are high-dimensional 

and heterogeneous leading to increased complexity [2], [3]. 

Symptoms and diseases, one disease with another disease is 

often correlated and also follows a sequential pattern or a 

chronological order. Some examples could be:  

• Frequent coughing, cold symptoms, absence of fever, and 

wheezing are indicative of asthma. 

• Recurrent cold symptoms without fever may be a sign of 

allergic rhinitis. 

• Glycosylated Hemoglobin levels can indicate the presence 

of pre-diabetes or diabetes. 

•    Diabetes leading to coronary artery disease 

 

Chronic diseases are diseases which last for more than 

three months[4]. If detected early can lead to better assessment 

and treatment.  

In working with unstructured data such as clinical notes, 

several challenges arise. These include the heterogeneous 

nature of the data, as well as its unstructured format. Clinical 

notes often lack proper grammatical structures and are 

composed primarily of phrases, which can make it difficult to 

extract meaningful information. Additionally, the use of 

abbreviations further complicates the task of processing 

clinical notes. These challenges highlight the need for 

specialized techniques and tools to effectively work with 

unstructured data in the clinical domain. By addressing these 

obstacles, researchers and practitioners can develop more 
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accurate and efficient methods for analyzing clinical notes, 

ultimately leading to improved patient care and outcomes.  

Machine learning models replaced the rule-based 

techniques which were used prominently earlier, but with the 

advent of deep learning models and specifically after the 

adoption of recurrent neural networks and its variants, there 

has been a significant improvements in the field. Transformer 

based language models have further revolutionized the work. 

These methods have the potential to pave the way for the 

development of dependable medical decision support systems 

and personalized medicine [5]. 

 

The following paragraph describes the anatomy of EHR 

data followed by relevant research that has been conducted in 

this area. It mainly highlights the work done in the prediction 

of diseases and states the research gaps found. 

EHR Anatomy 

EHR data may contain following categories of data: 

1. Patient Data - Patient data like patient id, date of birth, 

date of death (if patient has expired), expire flag (if patient has 

expired), allergies,and also any other demographic data. 

Patient names are de-identified in order to maintain anonymity. 

Also the dates are shifted for the same reason 

2. Hospitalization Data- Admission id, location in 

hospital, insurance, in-time, outtime, etc. 

3. Medication - drug names (usually stored as drug code), 

treatment procedures (coded), inputs(fluids administered to the 

patients), outputs(fluids excreted or extracted from the patient) 

4. Vitals - patient’s vitals data 

5. Lab tests - type of measurement and its value 

6. Diagnoses - the diagnoses information(usually coded) 

7. Clinical notes - notes filled by clinicians. It can be 

discharge summaries, lab reports, 

8. ECG reports, Nursing notes, physician’s notes, General 

notes, etc 

As with many countries investing in EHR systems, and 

with the advancements in the field of artificial intelligence, 

there arises a need to make optimum use of technology and aid 

the medical practitioners, care providers with proper inputs. 

EHR systems store patient related information. Initial work on 

such systems started with rule based techniques. Electronic 

Health Record (EHR) systems consist of both structured and 

unstructured data. Structured data are organized in a systematic 

manner and is typically stored in database systems. These type 

of data are often assigned codes such as ICD9 codes for 

diagnoses and procedures, LOINC codes for laboratory test 

orders and results, and CPT codes for procedures, including 

surgical ones. This information can also be used for statistical 

analysis, insurance claims, and other related purposes.  

The data bases that are publicly available for research 

purposes are Medical Information Mart for Intensive Care 

(MIMIC), I2b2 datasets, eICU Collaborative Research 

Database.  They contain information on critically ill ICU 

patients. The MIMIC III database consists of more than 50,000 

ICU admissions [6], while the eICU Collaborative Research 

Database contains nearly 2,00,000 admissions [7].  I2b2 

datasets contain data from annual NLP challenges. The 

common tasks that are performed on EHR data and have been 

studied are entity extraction using deep learning models[8, 9], 

length of ICU stay prediction using machine learning and the 

publicly available data sets [10],  mortality prediction using 

deep learning and making use of unstructured data like clinical 

notes[11],hospital readmission prediction[12], Phenotyping, 

[13] highlights the advancement of electronic health record 

(EHR) phenotypes to detect individuals who have stage 4 

solid-tumor cancer or stage 4-5 chronic kidney disease (CKD), 

and finally disease prediction. 

The work in [14] focuses on developing models for 

predicting chronic cough. Machine learning models, namely, 

Logistic Regression, SVM, kNN, Random Forest, BiLSTM, 

and deep learning model BERT were used along with NLP 

techniques. With only structured data, sensitivity and 

specificity was 0.856 and 0.866, respectively, which later 

increased to 0.952 and 0.930 when both structured and 

unstructured data were used.  This demonstrates that 

unstructured data improves the model. But the time interval in 

the study was limited to 120 days and the validation of entire 

study cohort was not done.  

In the research paper[15], the authors have first extracted 

clinical events related to cervical cancer, and represented them 

with appropriate techniques in order to predict cervical cancer. 

Four classifiers namely, Random Forest, SVM, Bernoulli 

Naive Bayes, the Complement Naive Bayes classifier, were 

used. The classifiers were evaluated using various metrics. 

Random Forest gave the highest score for precision while 

Bernoulli Naive Bayes for recall. The future study involves 

inclusion of primary health records that precede the hospital 

admission. 

The work in [16] is based on vector space and NMF topic 

modeling to infer demonstrative feature space and then it was 

used to make accurate disease prediction using deep neural 

architectures. But this study does not consider clinical data in 

real-time. The research work in [17] employed NLP 

algorithms and supervised machine learning techniques, which 

included discriminative sequence labeling models like 

Conditional Random Field and classifiers such as Support 

Vector Machine (SVM) and Random Forest. These techniques 

were used to identify positive mentions of cough through entity 

recognition and to classify contextual qualifiers for each 

mention and then detect chronic cough.    

BERT based models have proved to provide better results. 

In [18], transformer-based architecture, based on time, is used 

to predict depression. Their model gave an increase of 0.06 in 

the PRAUC, or precision-recall area under the curve in 
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comparison to the base line model.    The work in [19], BEHRT 

gave nearly 8% improvement as compared to the models 

before it. Interpretability is a bigger concern when dealing with 

deep learning models and this work has focused on the same.  

The work specified in research paper[20], focuses on 

developing a model by using transformer based language 

models RoBERTa and BERT. Polish data were used for 

training and then later the model was fine tuned in order to 

perform classification (multi-label). The performance was 

improved after adding clinical text data and the future direction 

is to improve the accuracy further by constructing an ensemble 

of diagnosis predictors.   

The work mentioned in [21] is about predicting cancer 

metastasis from clinical notes. They fine-tuned BERT-based 

models namely BERT, BlueBERT, BioBERT, ClinicalBERT, 

and PubmedBERT and found that PubmedBERT gave better 

performance, which was named as METBERT. This fine-

tuned model was then tested on an independent data-set by 

employing transfer learning and it demonstrated high 

performance with an AUC of 0.94.   

It is evident from the literature that transformer-based models 

are outperforming other models in various tasks, indicating the 

need for further investigation of their potential. This highlights 

the significance of exploring transformer-based models in 

more detail, as they have shown promising results in numerous 

applications. As such, it is crucial to delve deeper into their 

capabilities to better understand how they can be optimized for 

disease prediction task. 

II. MATERIALS AND METHODS 

A. Architecture 

The overall architecture of SM-DBERT is presented in 

Figure 1. The inputs to the system are structured as well as 

unstructured data of patients. Cohort selection is done next to 

extract the data related to our study of chronic diseases. The 

extracted data are then pre-processed as per the need of the study 

and then the modified DISTILBERT architecture is fine-tuned 

with the processed data, which is further applied to the 

classification tasks to predict the diseases. 

 

B. Study Cohort 

The data that have been used is clinical notes taken from the 

MIMIC III database. It is a comprehensive collection of data 

related to intensive care unit patients with more than 50,000 

admissions. Structured data like diagnosis code, subject id, 

admission id, and unstructured data mainly consisting of 

clinical notes from the NOTEVENTS table are used. 

The study cohort consists of patients with diseases namely 

‘Chronic obstructive asthma’, ‘Rheumatic heart failure’, 

‘Chronic kidney disease’, ‘Rheumatoid arthritis’ having ICD9 

codes ‘49320’, ‘39891’, ‘5853’, and ‘7140’ respectively. To 

conduct the research, we utilized three tables from the MIMIC 

database: NOTEEVENTS, D_ICD_DIAGNOSES, and 

DIAGNOSES_ICD. While the other two tables include 

organized data, the NOTEEVENTS table contains unstructured 

clinical notes. We established a relationship between the tables 

as follows:  

DIAGNOSES_ICD ⋈ DIAGNOSES_ICD.SUBJECT_ID = 

NOTEEVENTS.SUBJECT_ID (NOTEEVENTS) 

200 patients of every disease were considered resulting in total 

of 55,794 clinical notes. 

 

 
Fig 1 : Overall Process 

 

C. Data Pre-processing 

To maintain the quality and precision of the model, several steps 

were taken to pre-process the dataset. Specifically, all duplicate 

values were eliminated, as well as patients with no clinical notes 

were eliminated too. Furthermore, any special characters and 

URLs present in the data were removed in order to simplify the 

text and make it easier to analyze. To standardize the data 

further, regular expressions were employed to substitute any 

non-alphanumeric characters with a space character. These 

steps were crucial in preparing the dataset for analysis, allowing 

for more accurate and effective modelling of the clinical notes 

data. Figure 2 highlights the pre-processing steps. Finally, the 

data were pre-processed such that it could be served to a BERT-

based model. 
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Fig 2: Pre-processing process 

 

Fig 3: Sample Clinical Note 

 

Fig 4: Sample Clinical Note After Pre-processing 

Figure 3 shows a sample clinical note taken from MIMIC-III 

data store and Figure 4 shows the same sample after pre-

processing. The case of the data were changed to lower case and 

all the steps mentioned previously were applied to the sample.  

 

After performing all the pre-processing steps on the clinical 

notes, it resulted in 54299 clinical notes as records with no 

clinical notes were eliminated. 

 

D. Methodology 

The techniques that have been used on EHR data can be 

summarized as follows: 

Rule based techniques: 

It consists of a plethora of rules, which are applied to the 

antecedents and consequent then can be inferred from it. Rules 

are generally developed by using expert knowledge, knowledge 

bases like UMLS (Unified Medical Language System) can also 

be used. Rules can also be generated automatically from the 

training dataset. Advantages of rule-based system is that they are 

simple but they are of less use if new concepts/words/patterns 

are encountered resulting in low recall. 

Machine learning techniques: 

Machine learning is a branch of artificial intelligence that 

learns from the data itself. It can be classified into 2 types namely 

supervised and unsupervised. 

1. Supervised technique- in supervised techniques, labels 

need to be provided along with the feature set, so that the model 

learns from the data. Classification, regression are the tasks that 

follow supervised learning methodology. 

2. Unsupervised technique- in unsupervised techniques, 

labels are not provided and data having similar characteristics 

are grouped together. Clustering is the task that follows 

unsupervised methodology 

The most common machine learning techniques that are used 

are: Logistic regression, SVM,  Naive Bayes, Random Forests, 

Conditional Random Fields 

Apart from these methods, there are other methods too which 

are used. Although these statistical methods provide good 

results, they are incapable of handling high dimensional, 

heterogeneous multimodal data [22]. 

Deep Learning techniques: 

Deep learning models offer a promising approach as they can 

automatically extract relevant features from the raw input data, 

without the need for manual feature engineering like traditional 

machine learning methods. This means less preprocessing is 

required, making the modeling process more efficient. Various 

deep learning techniques are used for different applications, 

including Convolutional Neural Networks (CNNs) for image 

recognition and Recurrent Neural Networks (RNNs) for 

sequence prediction. 

CNNs are widely used for image data analysis. However, 

researchers have also applied CNNs to textual data with some 

success. Nonetheless, the research community is currently 

exploring more advanced solutions for text analysis.  

RNNs and their variants are widely used in sequence data 

analysis. RNNs have the ability to handle time dependencies in 

the input data. However, the traditional RNNs have limitations 

such as vanishing gradients and exploding gradients issues, 

which limit their performance. To address these limitations, 

advanced versions of RNNs such as LSTM (Long Short-Term 

Memory) and GRU (Gated Recurrent Unit) have been 

developed. Modern RNNs leverage memory cells and gates that 

enable them to preserve information for extended periods when 

contrasted with traditional RNNs. Also, these networks 

incorporate additive updates instead of multiplicative updates, 

which effectively address the issue of vanishing gradients.. 
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BiLSTM is a type of LSTM, where the prefix "bi" stands for 

bidirectional. This model has the capability to process input 

sequences from both the forward and backward directions, 

which aids in better understanding the context of the input data. 

Transformers have become a widely used type of neural 

network architecture in the field of natural language processing. 

Unlike RNNs, transformers can handle long-term dependencies 

and are capable of processing entire sentences or documents at 

once, making them a promising solution for advanced NLP 

applications. 

One widely used transformer model in natural language 

processing is BERT, created by Google. BERT is pre-trained on 

a vast amount of text before fine-tuning for a specific natural 

language processing (NLP) task. This model utilizes stacked 

encoders to facilitate learning of contextual relationships 

between words in a sentence. During the pre-training phase, 

BERT undergoes two tasks: masked language modeling and next 

sentence prediction. In MLM, random words in a sentence are 

masked, and BERT is trained to predict them. In NSP, the model 

checks to see if the second sentence follows the first. BERT's 

bidirectional approach allows for a better comprehension of 

sentence context in comparison to other models. 

DISTILBERT is a more compact variant of BERT, achieved 

through a technique called distillation. This method involves 

compressing the number of layers in the original model, 

resulting in a lighter and faster model. 

In our previous work[23], we compared BERT and 

DISTILBERT and found that DISTILBERT gave better 

performance and also the time required to train the model was 

just one third of the time required to train the BERT model. The 

next sub section describes our proposed architecture which is 

based on DISTILBERT.  

 

The modified DISTILBERT architecture is displayed in Figure 

5. 

 

Fig 5 : Architecture of the fine-tuned model 

The input to SM-DBERT comprises both structured and 

unstructured data, which undergo preprocessing, as described in 

the preceding section, and tailored to meet the specific 

requirements of the BERT model. The special tokens used in 

BERT, including [CLS], [SEP], and [MASK], are used to 

separate and encode the input data. [CLS] is used at the 

beginning of the input and represents the classification of the 

entire sequence. [SEP] is used to separate two different 

sentences or segments within a single sequence. [MASK] is used 

during training to randomly mask certain tokens in the input and 

force the model to predict the correct token. Together, these 

tokens help BERT to effectively encode and process input data 

for natural language processing tasks. This is then fed to the 

model.   

The model receives three input layers: 

The system comprises three input layers: "inps", which 

accepts integer sequences of length 512; "masks", which accepts 

integer sequences of length 512 and represents the attention 

mask for the input sequences; and "extra_inps", which accepts 

integer sequences of varying length, meaning that the number of 

tokens may differ for each input sequence. Our novel approach 

involves the incorporation of external knowledge to enhance the 

model's performance by providing additional and crucial 

information. This results in the model paying more attention to 

the external knowledge, thereby improving its overall accuracy 

and effectiveness, i.e. the embeddings from “inps” and 
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“extra_inps” are concatenated along the feature dimension (i.e., 

the output dimension), and passed through a fully connected 

dense layer with 512 units and a ReLU activation function.  

Let the input sequence be denoted by x = {x1, x2, ..., xn}, 

where xi is the ith token in the sequence. The input sequence is 

first encoded using the standard DISTILBERT encoder, denoted 

by E_distilbert, to obtain the hidden states H = {h1, h2, ..., hn}: 

H = E_distilbert(x) 

The external knowledge is represented as a set of 

embeddings K = {k1, k2, ..., km}, where ki is the ith external 

knowledge embedding. 

The external knowledge embeddings are concatenated with 

the input sequence embeddings to obtain the modified input 

embeddings E = {e1, e2, ..., en}: 

ei = concat(xi, K) 

The modified input embeddings are then passed through a set 

of extra layers, denoted by L_extra, to obtain the final output 

sequence H_extra = {h'_1, h'_2, ..., h'_n}: 

H_extra = L_extra(E) 

To mitigate overfitting, the output of the dense layer is 

passed through a dropout layer with a rate of 0.5. Prior to model 

training, the dataset was partitioned into separate training and 

testing sets as per the standard practice. To mitigate the issue of 

class imbalance that is often encountered, class weights were 

introduced. These weights were incorporated into the model 

during training. Finally, the model outputs a probability 

distribution over the number of output classes using a SoftMax 

activation function. 

The hyperparameter for learning rate in our model was set to 1e-

4, and we trained the models throughout the course of four 

epochs. 

III. RESULTS AND DISCUSSION 

TABLE I presents the DISTILBERT model's performance 

metrics, while TABLE II shows the performance metrics for our 

proposed model. 

Table 1. Metrics when DISTILBERT was used 

 Precision  Recall F1-score Support 

Asthma  0.8 0.72 0.76 2463 

Arthritis 0.74 0.78 0.76 3043 

Renal 

disease 

0.75 0.74 0.75 2925 

Heart 

disease 

0.70 0.75 0.72 2429 

Accuracy   0.75 10860 

Macro avg 0.75 0.75 0.75 10860 

Weighted 

avg 

0.75 0.75 0.75 10860 

 

Table 2. Metrics when SM-DBERT was used 

 Precision  Recall F1-scor

e 

Support 

Asthma  0.98 0.98 0.98 2973 

Arthritis 0.98 0.99 0.99 2490 

Renal 

disease 

0.99 0.97 0.98 2849 

Heart 

disease 

0.97 0.98 0.98 2548 

Accuracy   0.98 10860 

Macro avg 0.98 0.98 0.98 10860 

Weighted 

avg 

0.98 0.98 0.98 10860 

 

 

 

    

Equations (1), (2), and (3) provide the formulae for 

calculating precision, recall, and f1-score, respectively: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (2) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (3) 

 

Table I and Table II display the precision, recall, F1 score, and 

support for each class, which are standard metrics for evaluating 

the performance of a multi-class classification model. Our study 

employed these metrics to assess the performance of our 

suggested model on a given dataset comprising 10860 samples 

across four distinct classes. 

The precision of our model for classes Asthma, Arthritis, Renal 

disease, and Heart disease was 0.98, 0.98, 0.99, and 0.97, 

respectively. This means that out of all the samples our model 

predicted as belonging to a particular class, the percentage that 

was correctly classified was 98%, 98%, 99%, and 97%, 

respectively as against 80%, 74%, 75%, 70% when 

DISTILBERT was used.  

The recall of our model for classes Asthma, Arthritis, Renal 

disease, and Heart disease was 0.98, 0.99, 0.97, and 0.98, 

respectively. This means that out of all the samples that actually 

belonged to a particular class, the percentage that our model 

correctly classified was 98%, 99%, 97%, and 98%, respectively 

as against 72%, 78%, 74%, and 75% when DISTILBERT was 

used.  

In addition, our proposed model exhibits better macro-average 

value, as well as weighted average value, compared to the 

DISTILBERT model. During the initial training phase of 4 

epochs, the DISTILBERT model achieved a training accuracy 
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of 0.7808. However, our model outperformed DISTILBERT, 

achieving a significantly higher training accuracy of 0.9781. In 

terms of validation accuracy, our model again outperformed 

DISTILBERT with a score of 0.9808 as compared to 0.7464 

obtained by the DISTILBERT model. These results suggest that 

our proposed model is more accurate and effective than the 

DISTILBERT model for predicting the given disease. This 

shows that our model has outperformed the DISTILBERT 

model for same number of epochs. Figure 6 and Figure 7 shows 

the graphs for accuracy vs epochs and loss vs epochs 

respectively. The accuracy and validation accuracy both show 

an increasing trend over the epochs. This indicates that the 

model's performance improved with each epoch, as the 

accuracy values increased. The validation accuracy closely 

follows the accuracy, suggesting that the model generalizes well 

to unseen data. Both the accuracy and validation accuracy 

curves seem to converge as the number of epochs increases. 

Similarly, the loss and validation loss curves also appear to 

converge. This suggests that the model has reached a stable 

point and further training may not have resulted in significant 

improvements. 

 

Fig 6 : Graph showing accuracy vs epochs for SM-DBERT 

 

Fig 7 : Graph showing loss vs epochs for SM-DBERT 

IV. CONCLUSION AND FUTURE WORK 

As the utilization of EHR systems continues to rise, EHR data 

have been used for various tasks, one of them being disease 

prediction. Chronic diseases if detected early can lead to better 

disease management. Clinical notes contain humongous data 

and with the help of NLP, it can be used in assisting disease 

prediction. According to recent research, BERT models have 

shown to perform better than conventional NLP methods.  

However, the lighter version of BERT known as DISTILBERT 

has shown to outperform BERT while also taking significantly 

less time to fine-tune the model.  The study utilized 

DISTILBERT as the foundational architecture, and through the 

incorporation of supplementary information as an additional 

embedding layer, our system demonstrated significantly better 

performance in comparison to the fine-tuned DISTILBERT 

model. The model demonstrated an accuracy of 0.9808, which 

is significantly higher than the accuracy achieved by the fine-

tuned DISTILBERT model, which was only 0.7464.     

The model shows promising results for predicting the four 

chronic diseases. In the future, this model can be extended to 

predict other diseases by incorporating relevant data and 

features. Additionally, transfer learning can be employed to fine-

tune the existing model on different datasets with similar 

features, which can improve the accuracy and efficiency of the 

model. Overall, the model has significant potential for 

application in other healthcare domains for predicting various 

diseases and it also reduces the reliance on EHRs, which is a 

challenge in developing nations as they have lower rates of 

structured EHR implementation. 
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