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Abstract: The era of computer networks and information systems includes finance, transport, medicine, and education contains a lot of sensitive 

and confidential data. With the amount of confidential and sensitive data running over network applications are growing vulnerable to a variety 

of cyber threats. The manual monitoring of network connections and malicious activities is extremely difficult, leading to an increasing concern 

for malicious attacks on network-related systems. Network intrusion is an increasing issue in the virtual realm of the internet and computer 

networks that could harm the network structure in various ways, such as by altering system configurations and parameters. To address this issue, 

the creation of an efficient Network Intrusion Detection System (NID) that identifies malicious activities within a network has become 

necessary. The NID must regularly monitor network activities to detect malicious connections and help secure computer networks. The 

utilization of ML and mining of data approaches has proven to be beneficial in these types of scenarios. In this article, mutual a data-driven 

Fuzzy-Rough feature selection technique has been suggested to rank important features for the NIDS model to enforce cyber security attacks. 

The primary goal of the research is to classify potential attacks in high dimensional scenario, handling redundant and irrelevant features using 

proposed dimensionality reduction technique by combining Fuzzy and Rough set Theory techniques. The classical anomaly intrusion detection 

approaches that use individual classifiers Such as SVM, Decision Tree, Naive Bayes, k-Nearest Neighbor, and Multi Layer Perceptron are not 

enough to increase the effectiveness of detecting modern attacks. Hence, the suggested anomaly-based Network Intrusion Detection System 

named "FMI-Reduct based Ensemble Classifier" has been tested on highly imbalanced benchmark datasets, NSL_KDD and 

UNSW_NB15datasets of intrusion. 

Keywords: Cyber Threats; Network Breach Detection systems; Dimensionality Reduction; Rough Set Theory; Ensemble Classifier. 

 

I. INTRODUCTION 

In the digital age, there has been a rapid expansion of 

internet and network innovations, which has brought about 

many changes in data sharing among networks and the 

ubiquity of sensitive information in various sources. This has 

attracted attention from academia and industry to develop 

privacy-preserving techniques [1]. Despite the presence of 

security methods, the unauthorized access to computer 

systems for the purpose of acquiring confidential information 

is becoming more prevalent. Maintaining the security of 

networks is essential for safeguarding information against 

unauthorized access and to prevent data breaches. Any activity 

that violates the accessibility, confidentiality, and reliability of 

data is considered a security threat [2]. In addition to the 

existing methods of defense, various Privacy Preserving Data 

Mining (PPDM) techniques have been researched to protect 

privacy in data, including anonymization, perturbation, 

cryptography, and normalization-based methods. However, 

these mitigation strategies are often complicated, take a long 

time to implement, and have issues such as excessive 

generalization and suppression. [3]. on the other side, 

according to the CISCO report, the usage of network traffic in 

2017 was 96EB/month and it is expected to reach 

278EB/month in 2022 [4]. This passage is talking about the 

challenges of securing computer networks and web servers. It 

mentions that the sheer volume of network connections makes 

manual monitoring difficult and conventional security 

methods such as firewalls and cryptography are necessary but 

not enough to protect against today's attacks. The passage 

suggests that the use of network applications creates a 

significant danger to the security of web servers, and 

highlights the need for a more comprehensive approach to 

secure these systems [5]. The pre-dominant strategy for 

observing network systems for information 

infringement/vindictive movement is the utilization of 

Intrusion Detection System (IDS) [6]. The practice of cyber 

security revolves around the protection of networks, 

computers, and data from unauthorized access. However, 

increasing volume and sophistication of cyber security threats 

necessitates the need for developing intelligent techniques 

which can not only anticipate attacks but also essential to 

identify new attack types It is crucial to detect new and 

unusual attacks using an anomaly-based method and to find 

advanced network security solutions to protect against these 
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threats. It is important to effectively block any harmful 

requests on the network system. Identifying malicious traffic 

from normal traffic on a network is efficiently achieved 

through the use of (NIDS), which automatically monitor 

network traffic [7]. The Network Intrusion Detection System 

(NID) plays a Critical role in ensuring the security of network 

and information systems. A Network Intrusion Detection 

System (NID) constantly examines network traffic records in 

real-time to detect any possible security threats by utilizing 

machine learning algorithms. The anomaly-based 

methodology of NID is more efficient in recognizing familiar 

attacks, but it tends to generate a large number of false 

positives. In contrast, the signature-based methodology could 

only identify attacks that have been previously defined in its 

database [8]. 

SNORT [9] is another approach used in IDS to analyze 

network traffic and protocol, but it needs more computational 

time during detector generations. The difficulty of the 

limitations of both anomaly-based and signature-based 

approaches to Network Intrusion Detection has led to a 

challenge for the research community to develop an intelligent 

framework for NID. ML techniques have been effectively 

utilized previously for identifying network intrusions., namely 

synthesized, virtualized, realistic versions have been used as 

intrusion datasets, such as DARPA’99 [10], KDD_CUP’99 

[11], NSL_KDD [12], UNSW_NB15 [13], TUIDS_ 

Distributed-Denial-of-Service [14], Network Management 

Protocol _MIB [15]etc. The usage of machine learning models 

for system intrusion detection presents complex and varied 

challenges, as the set of data used to train and test typically 

consist of vast amounts of data, encompassing a range of 

security incidents. This provides a challenge for researchers to 

build effective models. The large number of dimensions in 

intrusion data sets can lead to a number of difficulties that can 

negatively impact the performance of many conventional 

classification methods. Also, the other issues like processing 

high dimensional dataset poses serious challenge in handling 

noise and redundant data, which could affect the performance 

of the constitute classifiers during model training. Hence, 

feature selection (RST) and feature extraction (PCA) 

techniques were utilized to identify the relevant attributes that 

contribute towards identifying an attack. Low-dimensional 

subspace can reduce the model training time, detection time 

and increases the detection rate also. Given such challenges, 

the proposed framework utilized Conditional Mutual 

Information based on fuzzy membership function to select best 

ranked attributes and rough set theory clearly outlined in 

methodology section. The task of network intrusion 

recognition faces many challenges because of complexity and 

variability of the data involved. Researchers have proposed 

different machine learning techniques, including Neural 

Networks [16], Support Vector Machines [17], Decision Trees 

[18], k-NN[19],, and Naïve Bayes[20], to develop an effective 

intrusion detection system. However, conventional classifiers 

often fail to effectually recognize the minority attack types due 

to the class imbalance problem, where the amount of normal 

traffic outweighs that of attack traffic. To address this issue, 

specialized techniques are required to give due importance to 

the minority class. To mitigate this problem, a selection 

feature approach based on Fuzzy Logic, Rough-set theory, and 

Conditional mutual information (CMI) technique was 

developed to identify the best ranked attributes in the 

NSL_KDD and UNSW_NB15 datasets. 

The subsequent sections of the paper are arranged in the 

following manner: Section 2 offers a assessment of previous 

work in this field. Section 3 includes methodology of the 

proposed FMI-Reduct ensemble framework. Section 4 

includes overview of intrusion datasets used for 

experimentation. Section 5 analyzes the experimental results 

obtained on intrusion datasets from IG, PCA, RST, IG-PCA, 

and proposed method using ensemble of classifiers such as 

C4.5, SVM and k-NN. Section 6 summarizes the features of 

the proposed technique and suggests for the extension. 

II. RELATED WORKS 

Anomaly intrusion detection is the subject of extensive 

investigation and research area due to its potential in detecting 

new attacks. Since, the implementation of real-world 

applications has been hindered due to system-complexity and 

these systems need a large amount of training, testing, and 

evaluation prior to the deployment. Running IDS over real 

labeled network traffic patterns with an extensive and 

comprehensive set of intrusion behaviors is the most idealistic 

approach for training and testing. Many researchers 

implemented NIDS system using machine learning algorithms, 

that monitors the network connections normally Using the 

content of payload data and statistical attributes (or features) 

of network activity, such as the following. Prasad et al [21] 

employed rough-set theory to rank core features of intrusion 

datasets based on estimated probability. Instance with single or 

multiple decisions is distinguished using rough-set 

approximations (i.e., lower, and upper) and its uncertainty is 

measured using Bayes theorem. The performance of ranked 

features reduces computational cost, training time, false rate of 

alarm, and improved rate of detection can be identified in all 

relevant classifiers. 

Priyadarsini and Anuradha [22] proposed an ensemble 

model by utilizing two algorithm approaches i.e., Fuzzy-

Ensemble Feature Selection (FEFS) and Fusion of Multiple-

Classifier (FMC) algorithms. FEFS used to rank best features 

of KDDCUP’99 intrusion dataset based on Feature Class 

Distance Function; the results are aggregated by using Fuzzy-

Union operation. The experimental results shown in the 
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proposed system outrages three superior classifiers such as 

SVM, k-NN and ANNs. 

Salo et al [23] presented two-phase anomaly detection 

architecture by utilizing the concepts of Feature Selection, 

Feature Extraction and Ensemble Classifier using majority 

voting scheme. In first phase, to handle unrelated and 

redundant features in high dimensional or large-scale intrusion 

datasets ISCX 2012, NSL_KDD, and Kyoto 2006+ features 

are reduced by using combination of Information-Gain (IG) 

and Principal Component Analysis (PCA).In second phase, the 

reduced feature subsets are trained and tested using ensemble 

classifier such as SVM, k-NN and MLP exhibits prominent 

performance in-terms of evaluation measures. Comparisons 

are made with other advanced techniques, evaluating metrics 

such as precision, Rate of detection, and false rate. 

Senthilnayaki et al [24] reduced the dimensions of NSL-

KDD intrusion dataset attributes by using the concept of 

Rough- Set Theory (RST), neighborhood RST and Fuzzy Set 

Theory (FST) to identify/remove the redundancy among 

attribute values. The features obtained from proposed feature 

selection algorithm named Maximum-Dependence Maximum-

Significance Algorithm with modified k-NN classifier are 

evaluated to efficiently discriminate the attack categories such 

as DOS, Probe, U2R and R2L, the results proved to be robust 

in improving accuracy and decrease False Alarm Rate 

effectively. 

Hakim et al [25] analyzed the impact of NSL_KDD 

attributes by choosing various Filter and Wrapper based 

methods to implement IDS. The experimental results were 

compared on feature subsets (Gain Ration, Information Gain, 

Chi-Squared & Relief) with popular classifiers Naive Bayes, 

J48, Random Forest, and KNN show the performance of 

feature subsets considerably influences the speed of training 

and testing time in terms milliseconds (ms), significantly 

affects the accuracy on different classifiers. 

Rodda and Erothi [26] proposed a rough-set based 

ensemble framework based on Quick Reduct algorithm, the 

proposed algorithm is evaluated on multiple reduct subspaces 

with homogeneous or heterogeneous containing active/passive 

classifiers such as C4.5, Naïve Bayes and SVM to train & test 

KDD’99 and dataset of NSL_KDD and its performance is 

measured in-terms evaluation measures (accuracy, false alarm 

rate, precision, detection rate, g-mean and f-score). The 

experimental outcomes demonstrate that the suggested Rough 

Set Theory (RST) method delivers a higher rate of detection 

and a lower rate of false alarms compared to other leading 

ensemble methods such as the Random Subspace Method 

(RSM) and Bagging. 

Raza and Qamar [27] addressed the limitations of attribute 

dependency approaches for feature selection; the authors 

proposed a novel heuristic based dependency-calculation 

method by utilizing intermediate two-dimensional grid data 

structure to capture the measures of each individual attribute 

dependency of unique or non-unique class categories based on 

the change of attribute values. The proposed method on 6 

multivariate datasets evaluated in two phases by calculating 

the cardinality of equivalence class structure of decision 

attribute, show the improvement of accuracy by reducing 

execution time and memory consumption as well attracted 

over positive region-based method. 

Luo et al [28] proposed dominance-based rough-set theory 

approach to address inconsistencies of multi-class 

classification problems and change of attribute values at run-

time across different-stages of granulations. The experimental 

results of incremental and non-incremental approaches w. r. t 

computational time are evaluated on three popular standard 

datasets such as User Knowledge Modeling, Car Evaluation & 

Turkiye Student Evaluation; the incremental approach on 

artificial taxonomy attribute values outperforms non-

incremental approach. 

Popoola and Adewumi [29] presented a novel framework 

for IDS using Discretized Differential Equation (DDE) to 

select optimal feature subset of NSL-KDD intrusion dataset 

with C4.5 Machine Learning algorithm. The identified DOS 

attacks such as Neptune, Smurf and Satan reduced 

misclassification error rate and false positives, increased 

accuracy, precision and recall measures. 

Ambusaidi et al [30] introduced a new feature selection 

technique, i.e. mutual-information based feature selection 

approach to tackle both linear and non-linear depended 

features of KDD’99, NSL_KDD and Kyoto 2006+ intrusion 

datasets. The intrusion datasets are evaluated on proposed 

Least Square Support Vector Machine based Intrusion 

Detection model (LSSVM-IDS), the method show higher 

accuracy, lower false alarm rate and computational time are 

compared with other state-of-the-art methods. 

Kumar and Batth [31] proposed modified Naïve Bayes 

classifier to classify normal from abnormal patterns of NSL-

KDD intrusion dataset. The problem of bias and over-fitting 

can be estimated by using three popular feature selection or 

attribute selection methods such as correlation-based, 

information gain and gain ratio obtained improved results on 

proposed classifier in detecting minority class attack 

categories (U2R & R2L), also reduced false alarm rate when 

compared to decision tree classifiers i.e., J48 & REPTree. 

El-Alfy and Alshammari [32] to reduce model 

computational time under big flow, the authors presented a 

scalable learning scheme using genetic algorithm and new 

approaches to address attribute subset selection using rough-

set theory to approximate the core (reduct) which has similar 

capability of discerning full set of original attributes. The 

performance of proposed approaches is evaluated on four 

cyber-security intrusion datasets, namely Spam-base, 

NSL_KDD, Kyoto 2006+ and CDMC2012, show lower 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 05 July 2023 Revised: 25 August 2023 Accepted: 15 September 2023 

___________________________________________________________________________________________________________________ 

 

    1750 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

running time (in seconds) and the impact of reduct attributes in 

both Sequential and Genetic Algorithm approaches. 

Hasan et al [33] the overall performance of the intrusion 

detection model was improved by removing irrelevant and 

repetitive instances/features using RRE-KDD approach to 

address biased features and records of KDDCUP’99 intrusion 

dataset. The RRE-KDD method show better accuracy with 

higher execution time on Random Forest classifier. The 

selected subset features are evaluated using EM and K-means 

are compared with varying number of clusters. 

Alhaj et al [34] presented a two-tier feature extraction 

method to select most relevant features of DARPA2000 

intrusion dataset. The first phase includes the ranking of 

features using information-gain entropy in decreasing order. 

Second phase includes some additional features that are 

enhancing the discriminative/correlation from the initially 

ranked attributes to classify class labels. 

Elhag et al [35] utilized genetic fuzzy systems to build 

pair-wise learning framework for intrusion detection. The 

proposed approach using fuzzy sets and divide-and-conquer 

learning model achieved a significant improvement in 

detecting both majority classes (Dos & Probe attacks) and 

minority classes (U2R & R2L attacks) of KDD_CUP’99 

intrusion dataset. 

Wang et al [36] employed filter and wrapper-based 

approaches to reduce features from 41 to 10 in high 

dimensional network intrusion dataset (KDD_CUP’99 and 

DDos).The authors utilized Information Gain (Filter method) 

to find relevance between independent and dependent 

attributes to obtain important features based on rank. Wrapper 

based approach use searching method to select optimal feature 

subset to evaluate C4.5 and Bayesian Network (BN). The 

accuracy and detection performance thus improved because of 

a fewer subset of features during the intrusion detection. 

Keerthi et al. [37] carried out experiments on benchmark 

KDD_CUP’99 and UNB_ISCX Datasets related to network 

intrusions. The authors utilized Feature extraction method 

using Principal Component Analysis (PCA) for dimensionality 

reduction. The accuracy obtained from 10 PCA’s was 

compared with classifiers random forest (99.7%) and C 4.5 

(98.8%). 

Moustafa and Slay [38] examined the feature 

characteristics of UNSW_NB15 and KDD_CUP’99 intrusion 

datasets, the author’s utilized Association Rule Mining (ARM) 

algorithm to select relevant features in to measure their 

efficiency. The experiments were compared with existing 

classifiers, the outcomes proved the efficiency of proposed 

technique to assess the complexity in terms of accurateness 

and False Alarm Rate. The experiments were proved that the 

original features of KDD_CUP’99 are less efficient compared 

to attributes of the UNSW_NB15 data set. However, 

comparing UNSW_NB15 and KDD_CUP’99, the accuracy of 

KDD’99 dataset is healthier than the dataset of UNSW_NB 

15, and the false alarm rate of the KDD’99 dataset is lower 

than the dataset of UNSW_NB 15. 

Pascoal et al [39] presented a novel and automatic anomaly 

detection learning scheme for selecting relevant features 

(mutual information metric) and outlier detection (Principal 

Component Analysis) from the operational point of view 

under real traffic conditions. The efficacy of the proposed 

approach is assessed under two real time network scenarios 

i.e., Business and Residential customer’s profiles. The 

comparative results show six different types of detector 

engines under different scenarios like with and with not having 

selection of feature, and outlier detection reduced False 

Positive Rate. 

III. OVERVIEW OF METHODS 

Despite research initiatives for the development of 

ensemble classifier confronted with some major issues include 

obtaining a quality training data points, selecting diverse sub-

spaces, important features, extra computational time for 

training and aggregating multiple base-classifiers in the field 

of Intrusion detection that are still remain un-tackled. The state 

of ensemble art methods in the field of intrusion detection 

needs quality training data; hence, ensemble-classifiers reduce 

miss-classification errors and better accuracy in comparison 

with individual classifiers. Constructing models using a single 

classifier to handle all types of major security breaches is 

inadequate and results in low detection rates and high false 

positive rates. Diversity, in terms of varying errors produced 

by a group of base classifiers on subsets selected using 

advanced techniques such as filter and wrapper methods can 

enhance performance. Various techniques have been proposed 

to measure diversity in ensemble classifiers [40]. The 

proposed framework with ensemble classifier for intrusion 

detection involves multiple classifiers such as C 4.5, SVM and 

k-NN are utilized to aggregate their outcomes to receive more 

accurate results. Combining multiple outcomes using majority 

voting scheme in the ensemble model have benefit to improve 

detection accuracy and low FAR over a single base classifier. 

A.    Feature Selection 

Handling redundant and irrelevant attributes in high-

dimensional intrusion datasets (DARPA’99, KDDCUP’99, 

NSL_KDD, UNSW-NB15 etc.,) has caused everlasting 

challenge for network-anomaly detection. Feature subset 

selection (FSS) and Feature Extraction (FE) is considered as 

one of the most important data pre-processing step in data-

mining/machine-learning areas, especially to build 

classification model for accurate prediction. Intrusion dataset 

with FSS and FE techniques helps to provide an optimal 

informative low-dimensional attribute subspace that are 

needed to model the network data from distinguishing normal 

from abnormal/anomaly data. Eliminating such attributes from 
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intrusion dataset with spectral information improves the 

process of classification and it aids traditional classifiers to 

make precise decisions throughout attack identification time. 

This results in improving model accuracy and to reduce model 

complexity/processing time during classifier building phase. 

The proposed framework for NIDS utilized Fuzzy Mutual 

Information (FMI) to estimate correlation between dataset 

features and Rough Set Theory (RST) that analytically selects 

the optimal attributes for classification, subsequently the 

selected attributes is used in the training and testing phase. 

1) Conditional Mutal Information 

Mutual Information (MI) can be employed for Feature 

Selection (FSS), evaluating the relationship between two 

variables in terms of target/decision variables to quantify 

uncertainty for classification tasks. However, MI calculated 

across the entire dataset may not accurately reflect the 

correlation between features. To address this limitation, this 

study first reevaluates MI on identified instances, and then 

presents a novel FSS method based on Conditional Mutual 

Information (CMI).MI is mainly used to describe how much 

information is shared between random variables i.e., MI  with 

higher indicates more relevance between variables, 

0MI = indicates totally unrelated with each other. For 

example, given two random variables  X  and  Y  , and there 

( );MI X Y  is defined as Eq.1. 

 
In another way we can find mutual information of two 

random variables X  and Y  by using  

 
Similarly, CMI is used to quantify the amount of shared 

information between two variables X and Y when additional 

variables are known (Z). Specifically, when the value of a 

random variable Z is given, CMI is defined as Eq.5 

 
This definition shows that the (X) variable brings 

information about the other variable(Y) that is not already 

present in Z, and the larger the value of ( ); /CMI X Y Z , the 

more information it contains. In accordance with the 

definitions, the following equation applies 

( ) ( ) ( ); / , ;  ;  CMI X Y Z MI X Z Y MI Z Y= −                (8) 

In other words, ( ); /CMI X Y Z represents the additional 

amount of information that the variable can provide with 

respect to the given variables (Z and Y), which is crucial and 

especially beneficial in the context of feature selection 

2) Fuzzy Logic 

As we know, the most traditional ML approaches (such as 

K-NN, SVM, NN, Linear Regression etc.,) can process only 

numerical inputs. The network packet typically includes 

heterogeneous data can be noisy, incomplete, redundant, and 

inconsistent. Therefore, the data pre-processing stage is 

considered a major challenge in the field of data mining, 

particularly when dealing with diverse datasets. It is important 

to transform raw data and features with different scales 

degrade the classification/model performance. To address 

these issues, the proposed architecture employs Fuzzy Logic, 

which is a computing approach based on the degree quantified 

by Function of membership (MF). The Function of 

membership is a curve which maps every data point in the 

space of input to a value membership ranging from 0 to 1. 

Fuzzy Logic has been proven to be an effective means for 

decision-making and has been utilized in the design of a fuzzy 

classification system, let D  be a dataset containing attribute 

set  1 2, ,..., nA a a a=  with iX data points are categorized by 

a function of membership ( )A if X . An instance 

iX transformed to linguistic values (LOW, MEDIUM, and 

HIGH) as stated in Eq.9 .The function of triangular 

membership used in this research deal with inexact facts to 

replaces the crisp boundaries with membership degree 

functions. The utilization of fuzzy logic in this proposed 

architecture allows for more flexible and nuanced boundaries 

to be established for each attribute, as opposed to the 

traditional crisp boundaries. This makes it particularly useful 

for datasets with numeric (discrete or continuous) values 

Using fuzzy logic, a numerical value can be assigned to an 

attribute to express how much that value belongs to that 

attribute, instead of having clear cut-off values. This approach 

allows for more flexible and nuanced classifications. Each 

attributes then represented as fuzzy form i.e., low, medium and 

high. This method uses Chandra and Varghese [41] approach 

to measure the degree of membership of certain value of an 

entity to a particular class that does not have sharply defined 

boundaries. 
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B. Rough Set Theory 

The selected features using Filter Approach i.e., 

conditional mutual information (MI) leads to high bias 

towards features with large range of possible values. Hence, 

FMI subspace or subset ( FMIS ) will be exposed for further 

reduction by applying Wrapper Approach i.e., Rough set 

Theory Pawlak [42] to choose minimal subset called reduct. 

Typically, a reduced attributes set has the same ability to 

classify objects as the full set of original attributes. 

A decision-system FMIS  from the universe U  to a given 

target class ( kC ) can be represented as , 

where U  is universal set or finite set of non-empty objects 

i.e., ,  A is non-empty set of conditional 

attributes ( C ) and Decision attribute ( D ) 

i.e., 1 2 3{ , , ,.., }nA a a a a= set of nonempty attribute values 

represented as called the value set of 

attribute set A . a A  , there is a corresponding function 

:A af U V→ .The problem of approximating uncertainty 

between C  and D  using information granules are induced by 

dominance-relation RD  for a given R C and x U  can be 

defined as Eq.10 and Eq.11. 

 
For a given, Q A , the associated equivalence-relation or 

indecernability could be demarcated as Eq.12 

 

The partition or subspace of U generated by IND (Q), 

considered as set of indiscernible-classes, it is denoted as
U

Q
. 

if ( ) ( ),x y IND Q then x , y  are in-discernible by attribute 

from Q ., The equivalence-classes ( EC ) of the ( )IND Q  

relation are denoted by  
Q

x .Let R U , then lowerP and 

upperP   approximation, then ( ) ( )*
* ,X XP P 

 
 of set X  can be 

represented as Eq.13 and Eq.14: 

 

 

  

 

 

C.  Proposed Method 

The aim of the proposed FMI-Reduct based Ensemble 

classifier is to provide an effectual network intrusion detection 

system with low FAR and high DR. The general working of 

proposed architecture includes following phases: Pre-

processing, Feature Selection, Classification & Validation. 

Pre-processing step is necessary in our proposed 

architecture, since intrusion datasets include categorical, 

continuous and binary values with different scales, which can 

degrade the performance of individual classifiers involved in 

intrusion detection. Initially the input dataset ( )S  with 

categorical or nominal features are converted to numeric using 

popular One-Hot-Encoding method available in python 

libraries. As stated before, scaling attributes (shown in Alg.1) 

into a normalized range (i.e., -1.0 to 1.0), improve the 

intrusion detection performance in-terms of all evaluation 

measures.  

Feature selection phase was performed to rank important 

features of intrusion datasets. The overlapping boundaries of 

each attribute is analyzed (using Eq.9), map features to {Low, 

Medium, High}. The mutual information w.r.t decision 

attributes are then ranked based on correlation among 

independent attributes. The model trained on selected features 

show biased outputs in detecting one type of intrusion from 

other type. Hence, the features selected from FMI stage 

(shown in Alg.2,Eq.(8)) was proposed to further reduce by 

applying rough-set theory, a mathematical approach to identify 
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indiscernible relations between FMI selected attributes, the 

upper, lower and boundary approximation as shown in Eq.15 

through Eq.17. The proposed system utilized Quick Reduct 

Algorithm (QRA, shown in Alg.3) to select minimal FMI 

Subsets are determined by comparing the equivalence 

relationships produced by a group of ranked attributes referred 

to as "reduct" (Eq-20).Which has the same ability to classify 

the full set of objects in the FMI conditional attribute set. The 

dependency and classification induced by the set of FMI 

conditional attribute (C) and decision attribute (D) is 

represented as Yc (D). 

Classification phase (presented in Alg.4), once the 

reduced dimensionality subspace is obtained from proposed 

FMI-reduct are then provided as input to the ensemble 

classifier with the combination of active and lazy base 

classifiers viz C 4.5, SVM and k-NN. Since, ensemble models 

are more powerful than individual classifiers to improve the 

predictive performance in-terms of accuracy. Training network 

intrusion detection models using heterogeneous or 

homogeneous classifiers on the FMI-reduct of the identical 

domain creates diversity between the base classifiers. By 

combining these diverse classifiers with use of a decision 

system, the result of the ensemble classifier is improved and 

the overall rate of rate is reduced. Each of the base classifiers 

is potentially trained on a subspace of the FMI-reduct... Hence, 

the proposed system utilized ensemble classifiers with the aim 

to reduce FAR and to enhance the overall NIDS accuracy.  

Validation phase (shown in Alg.5), the labels of class of 

the test set or instances are predicted by combining the 

decisions made by the constituent base classifiers using a 

majority voting scheme. 

 

 
Figure 1: Architecture of FMI-Reduct Ensemble Framework for NIDS 

 

3) Basic Notations 

Notation: Input data set , , ,S U Q V F=  

iU −Dataset objects from a given input data 

set  1 2, ,..., nU u u u= . 

 iQ − Set of attributes of a given input data set 

 1 2, ,..., nQ q q q=  including conditional 

 

 

 
f →Mapping function, that is :f U V V →

 
T

iQ → Set of all features transformed from iQ  i.e., in our case 

(Alg.1) 

'iQ →Set of features selected from iQ  i.e., in our case FMI 

subset (Alg.2) 

''iQ →Set of all features selected from 'iQ  i.e., in our case 

FMI-reduct subset (Alg.3) 

( )bC U →Constituent base classifiers used in Alg.4 

( )
b

y U →Ensemble classifier model shown in Alg.4 

iy →Predicted class for a given test sample used in Alg.5 

4) Algorithms 

 

Algorithm 1:           Pre-processing phase  

1. Read original dataset U  with iU  objects 

2. Replacing nominal features iQ  using One-Hot-Encoder 

3. Procedure (U ) 

                for each iQ in Q  

              for each j  in ijQ  

                                      ij j ij errQ u Q c =  + +    

  end for 

       end for 

4.  return ( )T
iQ

 

Algorithm  2:          Fuzzy Mutual Information (FMI) 

1. Input data set U  with 
T

iQ  

2. Procedure FMI (U ) 

            for each iQ  in 
T

iQ  

                      Calculate probability correlation matrix using fuzzy values {low, 

medium, high} 

                      w.r.t to D  values, show in Eq.(9 ) 

                      Calculate CMI using fuzzy values show in Eq.(8 ) 

                      Append to rank list, select attributes with high correlation ( 'iQ ) 

             end for 

             return ( 'iQ ) 

 

 Algorithm 3:              Quick Reduct Algorithm for  FMI-Reduct Subset 

 

1. Input dataset U  with 'iQ  
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2. Procedure QRA (U ) 

                  R    

 
                             end if 

                            iR S  

                  end while 

  3. reduct 

1

n

i

i

S

=

=  

  4. return (reduct) 

Algorithm 4:              Ensemble Classification Model 

1. Input dataset U  with FMI- reduct subspace containg iU training objects 

and iQ  features. 

2. Construct ensemble classifier model ( )
b

y U  for U  

3. for each 1:ib = to n  

        ( ) ( )
b b

i iy U c U=      // training objects 

     end for 

4.  return ( )
b

iy U 
 
 

 

 

Algorithm 5:     Validation/Testing phase 

1. for each iU  in U  

               ( )
b

i iy y U=  // involves ensemble model to classify iU  

   end for  

2.   ( ) 
1 2, ,...,argmax : 1,2,...

n

b
i y c c cy c U b n= =  

3. return ( )iy  // final prediction 

4. Evaluate performance measures  

        

IV. DATASET DESCRIPTION 

D.   KDD_CUP’99 

KDD_CUP’99 [43] is a part of data collected from 

Defence Advanced Research Projects Agency (DARPA), 

popularly called as DARPA’98[44] Dataset. It was created by 

MIT_Lincoln-Laboratory (MLL) to evaluate network systems 

for intrusion detection (ID). As of today most researchers 

Considered KDD_CUP’99 dataset for assessment of IDS and 

popularly used for AB- IDS (anomaly-based detection). This 

data set includes 4 major categories of attacks such as (DOS), 

Probe, User to Root (U2R), and Remote to Local (R2L), the 

features of this dataset is categorised into three different 

groups basic features, traffic features (containing details of 

Host and Service) and content Features. The Authors in [44] 

statistically analysed this dataset, the experimental results 

showed two major issues in the dataset records, which highly 

influences the performance of existing Machine learning 

Classifiers of anomaly-detection approaches. To solve inherent 

dataset problems, the authors proposed modified data set 

version (NSL_KDD) contains selected network connections of 

the whole dataset of KDD’99 discussed in section 5.2. The 

limitations of this dataset clearly outlined in [44] 

E.  NSL_KDD 

Since 1999, many researchers have utilized the 

KDD_CUP'99 dataset for misuse-based and anomaly-based 

detection approaches. The dataset contains approximately 4 

million records gathered from the dataset of DARPA'98, 

which is comprised of 4GB of tcp__dump connection data. 

The NSL-KDD dataset is a refined version of the KDD'99 

intrusion dataset, which eliminates duplicate instances to avoid 

biased classification results, NSL_KDD [45] has number of 

versions, which are publicly available, and this passage is 

discussing a dataset used for evaluating the performance of a 

system for detecting network attacks. The dataset includes 42 

features and records of both normal network traffic patterns 

and 22 different kinds of attacks. The data records consist of 

41 features which are divided into 4 categories and include 

both numerical and categorical data. The distribution of 

different types of attacks, such as Dos, probe, unauthorized 

access from a remote system (U2R), and unauthorized access 

to a local machine (R2L), is shown in a figure(3) and a 

table(1). 

Table 1: Class wise details of KDD data set Attributes 

 
Table 2: Summary of Intrusion Dataset Features 
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Table 3 : Summary of Attacks 

 
 

 
Figure 2 :Summary of Class Distribution in Overall NSL_KDD dataset 

F. UNSW- NB15 

 

 
Figure 3:Distribution of UNSW_NB15 Dataset 

 

UNSW_NB15 is a synthetic and complex dataset as it is 

generated from the modern IXIA test bed configuration tool 

[46] containing some modern attacks and The NSL-KDD 

dataset is an enhanced version of the KDD’99 intrusion 

dataset, developed by the Australian Centre for Cyber Security 

(ACCS), it can be used for reliable modern IDS evaluation. 

This dataset was used to create fusion of modern network 

scenarios (with 9 attacks) updated frequently from CVE 

dictionary i.e., Well-documented security risks. The IXIA 

testbed simulations conducted for two scenarios, first one: to 

generate 1 attack/sec until it should capture 50 GBs, second 

configuration is to make 10 attacks/sec for another 50 GB 

spcap files. The Extraction of features from pcap files to csv 

file includes 49 features with major categories such as flow(5), 

basic(13),content (8), time(9),connection(7), and additional 

General(5) features.The description of each feature is provided 

in Table 4, and the distribution of number of samples of each 

category is provided in Fig.5. 

 

 

V. EXPERIMENTAL RESULT 

The state-of-the-art and proposed methods were 

experimented on a PC with Intel Core i5-2400,3.10 GHZ CPU 

and 4-GB of Random access memory running on 32 bits OS. 

The effectiveness of the proposed approach is measured on 2 

intrusion datasets i.e NSL_KDD and UNSW_NB15. These 

datasets contain attacks with unequal class distribution and it 

may degrade the performance of intrusion detection. To 

mitigate the impact of skewed class distributions and 

redundancy, the dataset splitted into train (75%) and test 

(25%), table-7 shows important features selected for proposed 

framework with Filter (FMI) and Wrapper based (FMI-reduct) 

methods. 

 

Table 5: FMI-Reduct method feature subsets 

Data 

set 

Algo

rithm 

Phase 

Algorit

hm 

Subset 

NSL 

KDD 

Alg-

2 
FMI 

1,5,6,7,9,10,12,13,16,17,22,29,

33,34,40,41 

Alg-

3 

FMI-

Redut 
5,6,7,12,13,24,33,40,41 
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UNS

W-

NB1

5 

Alg-

2 
FMI 

6,9,10,11,14,15,16,20,21,23,34

,35,36,37, 

41,42,45 

Alg-

3 

FMI-

Redut 
6,1,11,15,16,20,23,37,41,42,45 

 

The reduced dimensions shown in table 5 are sufficient for 

detecting potential intrusions. The FMI subset for NSL_KDD 

reduced from 42 to 16 attributes, they are selected based on 

fuzzy conditional mutual information w.r.t class labels 

indicating greater than 70% threshold value. The features from 

FMI subset are further reduced from 16 to 9 based on attribute 

dependency using classical RST shown in table 7. The QRA 

(Alg. 3) generated 8 reduct subsets and the final core/ reduct 

subset is used as an input to the proposed ensemble framework 

shown in Fig.2, Similarly for UNSW_NB15 dataset. 

It is clearly observed from Fig.6, the performance of 

individual base classifiers viz. C 4.5, SVM, k-NN and 

proposed ensemble NIDS framework outrages individual 

classifiers on FMI-reduct subspace for intrusion detection 

compared to other state-of-the-art feature selection methods. 

During experiments we have observed, the change in any 

SVM kernel function for proposed framework obtained higher 

accuracy than individual classifiers. The accuracy and overall 

execution time shown in Fig.6 almost acceptable compared to 

other feature selection methods. The accuracy and execution 

time results shown for different feature subsets are chosen 

based on following settings i.e IG subset with top 10 

attributes, PCA’s with average of top5, RST with single 

core/reduct subset after performing intersection operation 

between all generated reducts, IG+PCA subset similar to 

authors experimented by the author Salo. The base classifiers 

with different odd (minimum 3) combinations were 

experimented using existing classifiers such as NaiveBayes, C 

4.5, and SVM. k-Nearest Neighbors. But combination with 

Naïve Bayes classifier degrades the performance of other 

classifiers in ensemble. Our experiments indicated best results 

for the combination C 4.5, SVM and k-NN by changing SVM 

parameters, others with default parameters. The performance 

of ensemble classifiers with different combinations increased 

execution time (with full features), reduced accuracy due to 

bias problem, increased false alarm rate for intrusion 

detection. To mitigate the above issues, this paper 

experimented on different existing feature selection algorithms 

along with proposed feature selection i.e FMI-reduct. 

In order to study the impact of ensemble classifiers 

between majority and minority class detection for considered 

FMI-reduct are clearly examined using the confusion matrix 

shown in Table 6.For “normal” connection, it is observed 

that  IG+PCA and FMI-reduct subspaces reduced FAR 

compared to IG, PCA and RST. The detection of “Dos” 

(majority) attack is higher in proposed with slight difference 

compared to RST, whereas similar detection observed in PCA 

and IG+PCA. The similar behavior observed in the case of 

“Probe” (majority) and “R2L” (minority) attack. Finally, the 

proposed ensemble NIDS framework detected minority class 

i.e. “U2R” on IG+PCA and FMI-reduct subspaces. 

  

 
 

 

 

Figure 5: FMI-Reduct Ensemble classifiers Accuracy and Execution Time for 

NSL_KDD dataset 

 

Table 6: NSL_KDD confusion matrix analysis for FMI-Reduct Ensemble classifier for NIDS 

Methods Act/pre Normal DOS Probe R2L U2R TP TN FP FN Total 

IG 

Normal 

 

2557 6 3 2 0 0 2557 11 0 2568 

PCA 2564 0 3 1 0 0 2564 4 0 2568 

RST 2566 1 0 1 0 0 2566 2 0 2568 

IG+PCA 2567 1 0 0 0 0 2567 1 0 2568 

Proposed 2767 1 0 0 0 0 2567 1 0 2568 

IG DOS 

 

14 1858 13 0 0 1858 0 13 14 1885 

PCA 2 1881 2 0 0 1881 0 2 2 1885 
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RST 2 1882 0 1 0 1882 0 1 2 1885 

IG+PCA 2 1881 1 1 0 1881 0 2 2 1885 

Proposed 2 1883 0 0 0 1882 0 1 2 1885 

IG 

Probe 

 

17 27 464 1 0 464 0 28 17 509 

PCA 5 9 495 0 0 495 0 9 5 509 

RST 5 4 494 2 4 494 0 10 5 509 

IG+PCA 2 6 498 2 1 498 0 9 2 509 

Proposed 2 4 500 3 0 500 0 7 2 509 

IG 

R2L 

 

4 0 0 33 0 33 0 0 4 37 

PCA 3 0 0 34 0 34 0 0 3 37 

RST 3 0 0 34 0 34 0 0 3 37 

IG+PCA 3 0 0 34 0 34 0 0 3 37 

Proposed 1 0 0 36 0 36 0 0 1 37 

IG 

U2R 

 

1 0 0 0 0 0 0 0 1 1 

PCA 1 0 0 0 0 0 0 0 1 1 

RST 0 0 0 1 0 0 0 1 0 1 

IG+PCA 0 0 0 0 1 1 0 0 0 1 

Proposed 0 0 0 0 1 1 0 0 0 1 

 

Table 7: Classwise analysis of NSL_KDD dataset 

Attacks Methods TP FP FN Recall Precision F- score G-mean 

Dos 

IG 1858 13 14 99.25 99.30 99.27 99.27 

PCA 1881 2 2 99.89 99.89 99.89 99.89 

RST 1882 1 2 99.89 99.94 99.91 99.91 

IG+PCA 1881 2 2 99.89 99.89 99.89 99.89 

Proposed 1883 2 0 100 99.89 99.94 99.94 

Probe 

 

IG 464 28 17 95.84 94.30 95.06 95.06 

PCA 495 9 5 99.00 98.21 98.60 98.60 

RST 494 10 5 98.99 98.01 98.49 98.49 

IG+PCA 498 9 2 99.60 98.22 98.90 98.90 

Proposed 500 7 2 99.60 98.61 99.10 99.10 

U2R 

IG 0 0 1 0 0 0 0 

PCA 0 0 1 0 0 0 0 

RST 0 1 0 0 0 0 0 

IG+PCA 1 0 0 100 100 100 100 

Proposed 1 0 0 100 100 100 100 

R2L 

IG 33 0 4 89.18 100 94.28 94.43 

PCA 34 0 3 91.89 100 95.77 95.85 

RST 34 0 3 91.89 100 95.77 95.85 

IG+PCA 34 0 3 91.89 100 95.77 95.85 

Proposed 36 0 1 97.29 100 98.62 98.63 

 

The relevance of FMI-reduct ensemble NIDS classifier is 

evaluated on two extreme measures such as Precision and 

Recall shown in Table 7. The TP, FP and FN indicates the best 

result with slight difference with “IG+PCA”, zero FN’s 

indicate 100% recall compared to other methods. The recall 

parameter with 100% indicates the classifiers are best in 

detecting/ classifying intrusion connections. The precision 

indicates the total number of positive intrusion connections 

recognized from actual positives such as Dos, Probe, U2R and 

R2L. The FP values for IG subset fails to identify actual 

positive intrusions, increasing FN values for recall measures 

indicating abnormal connection entered into network systems. 

Whereas RST, PCA and IG+PCA almost similar to FMI-

reduct. The decrease in F-Score and G-mean values indicates 

the feature set degrades the performance of minority class 

detection for a given subspace. The Enhancement of F-Score 

and G-mean for FMI-reduct set indicates that the attributes are 

good at detecting minority class i.e R2L and U2R, most 

sensitive to the performance of ensemble classifiers.  
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Table-8:FAR analysis for NSL_KDD data set 

Methods TN FP 

 

IG 2557 11 

PCA 2564 4 

RST 2566 2 

IG+PCA 2567 1 

Proposed 2567 1 

 

Table 8 present the improvement of reducing FAR 

showing 0.03, it is clearly observed that IG+PCA and FMI-

reduct correctly classified 2571 normal connections out of 

2568, whereas IG method leads to high FAR i.e 0.42, PCA and 

RST obtained 0.15 and 0.07 respectively. It is observed clearly 

from the figure shown in table 10, showing lesser FAR for 

proposed FMI-reduct subset.  

Accuracy is another important measure used in machine 

learning, A measurement that indicates the proportion of 

correct predictions to the total number of instances., in our 

experiment the datasets include positive (Attacks) and 

negative (Normal) connections, the proposed ensemble NIDS 

classifier show highest accuracy compared to all considered 

state-of-the-art methods for both NSL_KDD and 

UNSW_NB15 shown in fig 7 and Table 9 respectively.   

 

Table 9:Evaluation measure analysis for UNSW_NB15 dataset using different 

feature subsets on FMI-Reduct  Ensemble framework for NIDS 

Meth

ods 
ACC DR 

Precis

ion 
FAR 

F-

SCore 

G-

Mea

n 

AU

C 

IG 
0.768

5 

0.41

02 

0.583

9 

0.10

36 

0.444

6 

0.46

99 

0.65

33 

PCA 
0.768

9 

0.41

25 

0.585

2 

0.10

40 

0.446

1 

0.47

16 

0.65

42 

RST 
0.932

9 

0.79

80 

0.757

0 

0.05

08 

0.770

5 

0.77

40 

0.87

36 

IG+P

CA 

0.951

9 

0.82

74 

0.776

4 

0.04

06 

0.796

1 

0.79

89 

0.89

34 

Prop

osed 

0.956

9 

0.84

83 

0.786

9 

0.04

16 

0.813

3 

0.81

54 

0.90

33 

 

 
Figure 6:The change in NSL_KDD accuracy measure for different feature 

subsets on FMI-Reduct with homogeneous and hetrogeneous classifiers 

VI. CONCLUSION AND FUTURE WORK 

The detailed analysis has been carried-out in the field of 

IDS (Intrusion Detection) by considering popular benchmark 

intrusion datasets. The effectiveness of proposed FMI-reduct 

ensemble NIDS framework  have been compared due to the 

necessity of feature selection or dimensionality reduction 

methods in recent studies for classification models in intrusion 

detection. The motive of proposed NIDS framework is to 

handle major challenges such as  to select optimum feature 

subset, extra computational time for identifying quality 

training data points using RST,  aggregating multiple base-

classifiers and reducing mis-classification error, to improve 

accuracy compared to individual base classifiers is the major 

task for intrusion detection that are still remain un-tackled. 

The experimental results shown in Figures and Tables, the 

proposed NIDS architecture delivers to show best results for 

detecting intrusions such as Dos, Probe, U2R and R2L attacks 

of NSL_KDD, similar performance have been found for 

UNSW_NB15 dataset. However the proposed novel approach 

continuous to show promising results for intrusion detection, 

but still its suitability could be tested for other real time 

intrusion datasets such as TUIDS DDos, SNMP_MIB etc.,by 

giving due importance to multi-class imbalance should be 

considered in the future work. 
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