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Abstract: User preferences for computing have evolved as a result of recent advancements in mobile computing technologies. Mobile devices 

(SMDs) are still low potential computer platforms with capped memory sizes, CPU speeds, and battery life. Computationally heavy mobile apps 

may be run on SMDs thanks to Mobile Cloud Computing (MCC), which uses computational offloading. In both the business and academic worlds, 

there is rising interest in the mobile cloud computing is a new computing paradigm. Lack of a comprehensive experimental framework to use in 

their experiments and to evaluate their proposed work is a serious issue for mobile cloud computing researchers. Through MCC, mobile devices 

will be able to serve a wider variety of resource-intensive tasks while maintaining and growing their resource pools. In order to improve the mobile 

user experience, it places a high priority on improving energy efficiency, storage capacity, computational power, and data security. Since both the 

mobile device and the Cloud must determine energy-time trade-offs and decisions made on one side have an influence on the performance of the 

other, designing MCC systems is a challenging task. According to an examination of the MCC literature, all present models are centred on mobile 

devices, with the Cloud viewed as a system with infinite resources. Furthermore, no MCC-specific simulation tool is currently known to exist. To 

fill this need, we present in this study a Novel Approach for Job Offloading in Cloud Environments such as Google Cloud, using OCR application, 

while attempting to reduce energy use (Power). We are measuring the results of this experiment on both Cloud Computing and Mobile Device 

Computing. 
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I. INTRODUCTION 
The most recent advancements in mobile computing 

technologies have transformed consumer computing choices. 

Recently, smartphones have displaced a variety of  

computer and communication equipment in favour of all-in-

one ubiquitous computing devices such as PDAs, digital 

cameras, Internet surfing devices, and Global Positioning 

Systems (GPS). In many areas, including business, e- 

learning, entertainment, gaming, management information 

systems, and healthcare, people are becoming more and more 

dependent on modern cell phones. Mobile devices are expected 

to be the dominating future computing devices, with high user 

expectations for access to computationally intensive apps 

comparable to powerful stationary computing equipment. 

[1][2][3]. 

SMDs are still low-potential computing devices, and the 

battery life, CPU capability, and memory capacity of the 

newest smartphones and tablets are their limitations. MCC 

processes computationally expensive mobile apps using the 

application processing capabilities of computational clouds. 

Recently, a variety of computational offloading frameworks  

have been suggested for MCC to process demanding mobile 

applications. [4][5][6]. 

In comparison to traditional personal computers, smartphones 

and tablet PCs are increasingly common and are being used 

more frequently. We have entered what is known as the era of 

mobile computing as a result of this, which has caused the 

market for mobile devices to see unheard-of growth. Because 

of their constrained resources, mobile devices have significant 

drawbacks. There are a number of restrictions on their use, 

including as poor connection, constrained bandwidth, security 

flaws, incompatibility with some applications, and a limited 

range of power sources because batteries are their primary 

power source. [7][8].  

Today's mobile service providers and consumers are shown a 

strong interest in the new MCC idea. It is built on the merging 

of cloud computing providers with mobile service systems. The 

ability to transfer mobile data and intense compute 

requirements to cloud computing infrastructures enables this 

integration. [9].  

As a result, the mobile device may move computationally 

demanding activities to cloud infrastructures while preserving 

its own resources. Due to the possibility of storing user data in 
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a cloud storage system, mobile devices would no longer need a 

lot of internal storage space. When needed, the user can quickly 

recover his or her data. MCC research is rapidly developing, 

with numerous academics focusing on subjects like as data 

offloading, mobile-cloud subscription, and security [10][11]. 

 MCC system design is a difficult challenge since both the 

mobile device and the cloud must identify energy-time trade-

offs, and decisions made by one impact the performance of the 

other. According to the report, all MCC models are centred on 

mobile devices, with the Cloud viewed as a system with infinite 

resources. Furthermore, as far as we know, no MCC-specific 

simulation tool exists. [12][13]. 

We suggest a modelling and Live Cloud Environment for the 

design and study of MCC systems in order to help close this 

gap.[14][15]. Job offloading for the mobile device is the first 

pillar. Energy and performance concerns influence offloading 

options. One strategy is to analyse the energy costs for each 

work under the two different execution scenarios on the mobile 

device or in the cloud for each job. 

The Service Level Agreement (SLA) for the MCC is the 

second pillar. At various MCC levels, there are several Service 

Level Agreements, such as IAAS, PAAS, and SAAS. At 

PAAS, we have put a lot of emphasis on numerous SLA 

Parameters including integration, scalability, pay as you go, 

deployment environments, browser, etc. The third pillar is 

integration with Live Cloud in MCC. There are many Cloud 

(Public or Private) are available for integration with MCC like, 

Microsoft Azure, AWS, Google Cloud, etc. we have integrated 

with Google Cloud in our proposed work using Firebase 

services [16][17][18]. 

The following portions of the paper are categorised. The 

second section goes about computational offloading 

frameworks for MCC Related Work. The working method of 

Energy Efficiency employing SLA parameters is discussed in 

Section 3 along with the suggested framework, which also 

exhibits its unique qualities. Section 4 goes through the 

techniques used to evaluate the proposed framework. The 

results are presented and the experimental findings are covered 

in Section 5. Section 6 concludes with some last thoughts and 

II. RELATED WORK 

Muhannad, et al. [1] and Amoretti, Michele et al. [2] have 

derived that, the primary question on the mobile platform is 

always: to offload or not to offload? This is true even if MCC 

may be implemented using several methodologies that vary in 

the compute granularity addressed by the offloading process 

(ranging from device cloning to application segmentation and 

migration) and in the degree of engagement of the Cloud. 

Shiraz, Muhammad, et al [3] have worked on Mobile 

Assistance Using Infrastructure (MAUI) focuses on SMD 

energy savings. The local and remote components of an 

application are identified by application developers during the 

design phase. The MAUI profiler decides if a technique for 

offload processing that is remotely annotated is feasible. When 

a method is invoked, the profiler component evaluates it for 

energy savings, which uses more computational resources 

(CPU, battery) on SMD. 

Shiraz, Muhammad, et al [3] and Mukherjee, Islam [4] have 

find out the main three stages or ways of offloading. Three 

stages for offloading initialization, computational offloading, 

and remote application execution make up the processing of 

cloud-based applications in conventional computational 

offloading frameworks. (a) During the start-up phase, reports 

of the network and mobile context are gathered from the 

respective sensor modules, and the services that are available 

on the cloud server node are found. (b) Decisions are made 

during the computational offloading process, and parameter 

setups are carried out. Application offloading and partitioning 

decisions, user authentication, and permission decisions are all 

part of this step. (c) Following configuration, the delegated 

application is performed on the remote server node and its 

running state is restarted on the remote virtual device instance. 

Asharul, et al [5], have identified the traditional code 

offloading uses computational offloading at runtime, which 

necessitates virtual device instances on cloud server nodes by 

utilising IaaS services of computational. When an application 

is operating, its binary files and data states are offloaded, 

increasing the energy cost of computational offloading for 

MCC. 

 

III. PROPOSED FRAMEWORK FOR JOB ALLOCATION 

MECHANISM 

The Proposed algorithm for job Offloading is as below. 

Novel Algorithm for job Offloading (Algorithm) 

Step 1: Start 

Step 2: Take the Image /Predefined Image (Job arrival) 

Step 3: the job will be executed by 3 ways, 

If Local Device Execution then  

       the job will be executed on Local Devices only 

If Google Cloud Computing Execution then 

       the job will be executed on google Cloud  

If Autonomous then, 

        it will decide based on the image  

  if the words <20 then the job will be 

executed on Local Devices  

  else the job will be executed on google 

Cloud  

Step 4: collect the result and compare the CPU, Memory, 

Energy Efficiency in the Mobile 

Step 5: End 

The Nobel Algorithm for job Offloading is also described as 

Flowchart as below. 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 05 July 2023 Revised: 25 August 2023 Accepted: 15 September 2023 

___________________________________________________________________________________________________________________ 

 
    1712 
IJRITCC | September 2023, Available @ http://www.ijritcc.org 

Figure 1. Proposed Algorithm for Novel Job Allocation Methodology in MCC 

IV. IMPLEMENTATION & EXPERIMET SETUP 

We have created following experimental Setup for our 

proposed algorithm and implementation, 

• Software: Android Studio 2021.2.1 Version with kotlin 

• Application: Optical Character Recognition 

• Cloud: Google Cloud (Firebase Service) 

• Mobile Device: Any Android Device (higher API level 

20) 

• Mode of Execution: Using USB/ Apk/Emulation 

• Measure the Parameter for Cloud and Mobile Device: 

1. CPU usage 

2. Energy Consumption 

3. Memory Usage 

• Power Tutor: Measure the Parameter in Mobile Device 

 

The different steps for making experiment we have 

considered OCR application in MCC, there are some steps we 

described for Mobile Cloud Computing and Mobile Device 

Computing. We have also taken some SLA parameters for 

Energy Efficiency in MCC which is described as below. 

A. Steps for Mobile Cloud Computing Execution 

1. In device, we will integrate firebase authentication 

and firebase function SDK. 

2. From the device, Firebase function will be called 

through Firebase SDK, In that, image base 64 data 

will be passed 

3. Firebase function will call google cloud vision api 

with base 64 of image 

4. Cloud vision API will process the Base 64 string of 

the image and return the Text to firebase function 

5. Firebase function will return data to mobile 

B. Steps for Local Mobile Device Computing 

1. In Device, Google ML kit SDK will be integrated 

function 

2. from the device, Image will be processed to extract 

the text through ML kit 

3. That SDK function will return the text 

 

C. SLA Parameters 

We have considered the following SLA Parameter at PASS 

Level for job offloading with its description in our 

Experimental setup using MCC. 

TABLE I. SLA PARAMETERS OF PAAS FOR JOB OFFLOADING ON 

GOOGLE CLOUD 

 
 

The SLA Parameters we have considered according to the 

requirement of application which will be executed on the Cloud 

Service provider as well as user requirement.  

Here we have taken the SLA Parameter with its specification / 

Description which we had used in Google Cloud (Firebase 

Services) and Android Studio (Software) and Browser like 

Google Chrome. 

D. Experiments Screens 

We have Perform the Experiments in the Android studio 

(2021.2.1) using USB debugger by enabled the Developer 

option in the Mobile Devices. We have installed the application 

directly by creating the APK file of the application in any Smart 

Phone (mobile devices) who have higher API level 20.  

 

When we start the Application, we will find the application 

start view as shown in below Fig. 2 which shows the First 

Camera View and we can click the images and then it shows 

the option from where we can go for the execution like local 

text Detection, Cloud Text Detection, automated text detection 

(some images go for a local execution and some images go for 

a cloud execution). 

 

Once we taken the number of images or photos from camera 

and go for the any one of the options like Cloud text detection 

or local text detection or automated text detection the images 

will be converted into text and the performance parameter 

like CPU usage, Memory usage and Energy (Power) usage, 

of the Mobile devices (using Power Tutor App) as well as the 

Cloud computing (using Android Studio Profiler) we will 

measure. 
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Figure 2. (a) Application Start Camera view   (b) After taking images the 

Job Offloading options screen 

First, we had executed the application in the Google Cloud 

Environment and measure the parameters as shown in Fig. 3. 

 
Figure 3. Job Offloaded on Cloud Computing through Mobile Device 

shows CPU, Memory and Power (Energy) Utilization in Computer 

Figures 4 and 5 demonstrate how the task was offloaded to 

the Google Cloud, where the photographs were uploaded and 

the outcome was shown on mobile devices. 

. 

 
Figure 4. Job Offloaded on Cloud Computing through Mobile Device 

shows the images offloaded on google Cloud (using Firebase services) 
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Figure 5. Job Offloaded on Cloud Computing through Mobile Device 

(using USB Debugging) Shows the Result in Mobile Devices 

Figure 6 shows the different view (like pie view, chart view) 

of Energy/Power usage, CPU usage, LCD, Wi-Fi, etc. 

parameters measures in the mobile devices 

 

  
 

Figure 6. Job Offloaded on Cloud Computing through Mobile Device 

shows CPU and Power Utilization 

The parameters were measured after we had run the 

programme in the local mobile device environment, as shown 

in Fig. 7. 
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Figure 7. Job Offloaded through Mobile Device shows CPU, Memory and 

Power (Energy) Utilization in Computer 

Figure 8 shows that the job offloading done in the Local 

Mobile Devices and shows the result back in to the Mobile 

devices. 

 

 
Figure 8. Job Offloaded through Mobile Device (using USB Debugging) 

Shows the Result in Mobile Devices  

Figure 9 shows the different view (like pie view, chart view) 

of Energy/Power usage, CPU usage, LCD, Wi-Fi, etc. 

parameters measures in the mobile devices   

 

 

   Figure 9. Job Offloaded on Local Mobile Device shows CPU and Power 

Utilization  
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V. RESULT AND DISCUSSION 

As we have observed mainly 3 parameters like CPU, Memory 

and Energy (Power) using Power Tutor application in Mobile 

Devices for measuring the performance of the Mobile Devices.  

When we execute the application in both Mobile devices as 

well as the Cloud computing, we have also observed the same 

parameters in computer also using Android studio Profiler. 

Then we have compared it with the Local Devices Computing 

and Computer computing and compare the result as shown in 

Table 2.  

 

Table 2 allows us to state that, CPU usage is 63 % better than 

the local mobile devices computing and memory usage is 26% 

less than the Mobile devices. 

TABLE II. CPU, MEMORY AND ENERGY UTILIZATION FOR 

CLOUD AND MOBILE DEVICES SHOWS IN COMPUTER LAPTOP 

(ANDROID STUDIO) 

 

Parameters Cloud 

Computing 

(Computer) 

Local Device 

Computing 

(Computer) 

% better in 

Cloud Computing 

CPU 9% 24% 63 

Memory 169.1 MB 228.3 MB 26 

Energy 

(Power) 

Light Medium - 

 

Figure 10 shows the comparison of CPU and Memory 

utilization in the computer when we offload the job in the Cloud 

Computing 

 

Figure 10. CPU and Memory Utilization in Cloud vs Local Devices IN 

Computer /Laptop (Android Studio) 

 

Table 3 shows the Comparison of CPU, Memory and Energy 

(Power) in Mobile devices using Power Tutor app in J/M when 

we offload the Job on the Local Mobile Devices. 

From the Table 3 we can say that, CPU usage is 64 % better 

than the local mobile devices computing, memory usage is 19% 

less than the Mobile devices and Energy is 16% reduced or less 

than the mobile devices. 

TABLE III. CPU, MEMORY AND ENERGY UTILIZATION FOR 

CLOUD AND MOBILE DEVICES SHOWS IN MOBILE USING POWER 

TUTOR J/M 

 

Parameters Cloud 

Computing 

(Mobile 

Utilization) 

in J/M 

Avg. 

Utilization 

Local 

Device 

Computing 

(Mobile 

Utilization) 

J/M 

Avg. 

Utilization 

% better in 

Cloud 

Computing 

CPU 3.5 J/M to 

4.1 J/M 

3.8 J/M 6.3 J/M to 

14.7 J/M 

10.5 J/M 64 

Memory 1870 MB to 

1902 MB 

1886 MB 2280 MB to 

2392 MB 

2336 MB 19 

Energy 

(Power) 
32.58*10 

9  

J/M 

32.58*10 
9  

J/M 

38.94*10
9

 

J/M 

38.94*10
9

 

J/M 

16 

 

Figure 11 shows the comparison of CPU and Energy (Power) 

utilization in the Mobile when we offload the job in the Local 

Mobile Devices and google Cloud Computing in J/M 
 

Figure 11. CPU and Energy Utilization in Cloud vs Local Devices in 

Mobile Devices using Power Tutor (J/M) 

Figure 12 shows the memory usage comparison in Mobile 

Devices and Cloud Computing when we offload the job, the 

Cloud Computing is memory usage is 16% less compared to 

Mobile Devices. 
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 Figure 12. Memory Usage in Cloud Computing vs Local Devices (MB) in 

Mobile Devices using Power Tutor 

 

Table 4 shows the Comparison of CPU, Memory and Energy 

(Power) in Mobile devices using Power Tutor app in MW when 

we offload the Job on the Local Mobile Devices as well as 

Cloud Computing. 

From the Table 4 we can say that, CPU usage is 59% better 

than the local Mobile Devices computing, memory usage is 

19% less than the Mobile Devices and Energy is 10% reduced 

or less than the Mobile Devices. 

TABLE IV. CPU, MEMORY AND ENERGY UTILIZATION FOR 

CLOUD AND MOBILE DEVICES SHOWS IN MOBILE USING POWER 

TUTOR MW 

 

Parameters Cloud 

Computing 

(Mobile 

Utilization) in 

MW 

Avg. 

Utilization 

Local Device 

Computing 

(Mobile 

Utilization) 

MW 

Avg. 

Utilization 

% better 

in Cloud 

Computing 

CPU 87 MW to 98 

MW 

92.5 MW 182 MW to 

269 MW 

225.5 

MW 

59 

Memory 1870 MB to 

1902 MB 

1886 MB 2280 MB to 

2392 MB 

2336 MB 19 

Energy 

(Power) 

442 MW to 

543 MW 

492.5 

MW 

442 MW to 

649 MW 

545.5 

MW 

10 

 

Figure 13 shows the CPU and Energy (Power) usage 

comparison in Mobile Devices and Cloud Computing when we 

offload the job, the Cloud Computing is CPU usage is 59% less 

compared to Mobile Devices and Energy (Power) usage is 19 

% better than the Mobile Devices. 

 
Figure 13. CPU and Energy Utilization in Cloud vs Local Devices in 

Mobile Devices using Power Tutor (MW) 

 

VI. CONCLUSION AND FUTURE WORK 

As the Experimental result, we had done in the Mobile Cloud 

Computing environment using android studio and the power 

tutor application (in Mobile Devices), we can conclude that the 

job offloading Mechanism we applied for the MCC 

environment is better than the many of existing algorithm for 

job offloading in MCC. 

From the comparisons, we can conclude that the job offloaded 

in the Mobile Devices and the job offloaded in the Cloud 

Computing, the Decision made by our algorithm is better than 

the existing algorithms and the approach we have taken it’s a 

Novel approach for job offloading. 

In future, we will try to optimize our offloads decision 

algorithm using AI&ML and try to execute it from the live text 

detection techniques using AI&ML. 
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