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Abstract:Spam causes bottlenecks and congestion, reducing the speed, processing power, available memory, and bandwidth. Existing spam 

email classification methods need to be more accurate because of the large dimensionality of hybrid spam datasets. This makes the need for a 

feature dimensionality reduction technique that uses only associated features of the problem instead of all features in the dataset. This paper 

presents a feature selection based on the monarch butterfly optimization (MBO) algorithm that emphasizes less complexity and few features. 

This method is efficient and produces a more accurate classification. To improve further standard MBO algorithm performance, we introduce 

the population size in both subpopulations 1 and 2 will experience dynamic variations as the algorithm proceeds along its linear way. As the 

idea of a self-adaptive and greedy strategy is modified, the self-adaptive population monarch butterfly optimization (SPMBO) method is 

introduced, and only newly generated SPMBO individuals are eligible for the next generations if they are better individuals earlier before. 

Later, this paper proposes an email classification system based on k-nearest neighbors (k-NN) based on two distance metrics, explicitly 

Euclidean, and Manhattan, that also uses the SPMBO technique. This method seeks to determine whether a hybrid email is a spam. The 

efficiency of the proposed SPMBO algorithm was compared with standard MBO based on three datasets Dredze, Image spam hunter, and 

Spambase. Thus, the use of SPMBO results has shown superior as related to other authors' works in relevant fields. 

Keywords- E-mail, Monarch butterfly optimization, Migration operator, Spam Filtering, Classification. 

 

I. INTRODUCTION 

An e-mail has maintained its dominance in the global 

distribution of information. e-mail is popular because it is quick, 

cheap, and simple to use on personal computers, smartphones, 

and other modern electronic devices [1, 2]. Even though other 

forms of online communication, such as instant messaging and 

social networking, are becoming more popular, e-mails remain 

the most common way for business people to communicate. E-

mails are still required when using other forms of online 

communication and conducting business. An e-mail has made 

it easier for groups to communicate with one another, as 

evidenced by the growth of companies worldwide [3]. 

Spammers' spam e-mails typically promote unwanted or 

irrelevant products that tend to hinder inboxes. This can make 

storing other essential and relevant e-mails difficult. E-mails 

about commercial offers, lotteries, bank offers, and other 

similar issues cheat trusting people before attempting to steal 

money from them. Because spam and non-spam e-mails can say 

different things to different people, spammers and scammers are 

doing terrifying things. Furthermore, these e-mails comprise 

harmful data that damages the systems permanently. Even 

though most people can recognize spam e-mails and understand 

how dangerous they can be, many people who take spam e-

mails are ignorant of this and reply to them, allowing the sender 

to profit. In addition, learning how to detect spam e-mails has 

become increasingly important in a world where things change 

quickly, and people rely on technology. Some new methods [4–

7] of detecting and blocking image spam have emerged in recent 

years. However, in recent years, spammers have discovered a 

new way to communicate their messages by creating 

multimedia spam. Text-based spam filters cannot detect this 

type because the text message is embedded in the image. Figure 

1 depicts the various types of spam images.  

Even though machine learning (ML) is used as the foundation 

for the vast majority of newly developed spam detection systems 

[8, 9], one of the most common issues is determining how to 

select the appropriate input feature subsets for the various 

classifiers. This is frequently accomplished through the use of FS 

processes, which are typically made more difficult by the 

problem of high data dimensionality inherent in FS processes. 

This issue hampers the performance of specific classifiers like 
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SVM, ANN, and NBC [10, 11]. If all of the potential subsets of 

the dataset are retrieved during the creation phase, the level of 

complexity and, as a result, the amount of time required for 

computation will be extremely high. As a result, researchers have 

attempted to develop strategies capable of resolving feature 

dimensionality constraints and delivering the best remedies to 

conventional methods. The use of metaheuristic algorithms [12–

14] is an example of a procedure identified as one of the 

approaches. Metaheuristic algorithms are intelligent search 

algorithms that mimic natural processes [15]. Following the 

execution of the migration operator, the monarch butterfly will be 

recognized as a new that follows, regardless of the quality of the 

butterfly it produces. This will happen in the next generation, and 

there will be no change in the number or distribution of butterflies 

on either land one or land two throughout the optimization 

process. In the beginning, the value of the parameter p was used 

to determine this quantity so that it could be accurate. As possible 

solutions to the problems presented, self-adaptive and greedy 

upgrades to the fundamental process are proposed in this study. 

 

 
Figure 1. Spam image examples. (a) an image containing text embedded 

within it; (b) an image containing text in addition to an image  

 

During the optimization process, a self-adaptive mechanism 

modifies the number of butterflies in both land 1 and land 2. Only 

butterflies given a genetic boost by a migration operator have a 

chance of developing into new butterflies in the generation 

following them. This best strategy almost always increases the 

number of butterfly populations. This ensures that the newly 

generated population equals the one that came before it. The self-

adaptive population MBO algorithm, also known as SPMBO, 

incorporates the previously mentioned improvements. 

Furthermore, SPMBO is assessed using different functions by 

widths ranging from 30 to 60. In the vast majority of cases, the 

SPMBO outdoes the MBO process. Furthermore, when applied 

to high-dimensional global optimization, the implementation of 

the self-adaptive strategy improves the performance of the 

fundamental MBO algorithm. This section investigates the k-NN 

classification technique and its combination with the proposed 

BIC classification technique. In addition, a thorough explanation 

of the various methods is provided. 

II. RELATED WORK 

In this section, we will look at several significant studies that 

used intelligent algorithms to detect  how to find and classify e-

mail spam. The enhanced Firefly Optimization Algorithm 

(EFOA) employs the fitness function to select acceptable 

features from an upper-dimensional space effectively. The 

authors presented their proposal for this technique in [16]. Once 

the EFOA has determined which feature space is the most 

successful, artificial neural networks are used to classify spam. 

Following the preprocessing of the e-mail spam dataset, the 

recovered textual features will be semantically reduced, and the 

feature weights will be adjusted using an optimized semantic 

WordNet. After applying EFOA to specific features, the results 

revealed that the ANN classifier could correctly classify e-mails 

as spam or not. According to the findings of this EFOA study, 

the proposed strategy significantly improved the method used 

for the SCA. 

The authors of the paper [17] presented a particle 

swarm optimization (PSO) method that takes advantage of a 

logistically chaotic map to achieve better results. As a result, the 

dimensionality of the features is reduced, and the accuracy of 

spam e-mail classification is improved. A sigmoid function 

converts the features into the binary form so that each particle 

is assigned a feature. Then these features are fed to the SVM for 

classification. They used the spambase dataset for evaluation 

purposes using the Chaotic Binary PSO algorithm. Also, the 

classifier's efficiency and the feature vector's dimension that 

served as an input to the classifier are considered. This ensures 

that the assessment is as precise as possible. The trials' findings 

revealed that, despite having a limited set of characteristics to 

work with, the BPSO could produce good feature selection 

results. 

 The authors devised a spam-prevention strategy 

divided into two stages: selecting various features and 

classifying different types of e-mails [18] goes into greater 

detail about this approach. The first step of the process involves 

selecting wrapper features using Particle Swarm Optimization 

(PSO). This step reduces many measured characteristics by 

choosing the most accurate representative features. The features 

selected in the first step of the process are used in the second 

step to build a random forest spam filtering model. The 

experimental results showed the goodness of the model related 

to other works. Furthermore, the effectiveness of the spam 

filtering approach is evaluated using four distinct cost functions. 
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In light of the findings, the combination of PSO+RF is a 

valuable method for spam detection.  

The author's proposed approach, presented in [19], 

used the Information Gain (IG) filter in conjunction with the 

Complement Naive Bayes (CNB) wrapper as a feature selector. 

This system included two distinct filtering models, dubbed 

"Filter" and "Wrapper," respectively. In this, they used four ML, 

classifier models. Also, they used the feature dimensionality 

technique for better performance. Following that, this layout is 

contrasted with other works in a similar vein using various 

parameters. The proposed method's accuracy was measured at 

99%, which is the highest possible score and is considered 

optimal. 

The authors of the paper [20] reduced the error rate of 

spam recognition by employing a technique known as the sine-

cosine algorithm (SCA), which is a feature selection approach. 

According to the proposed plan, the SCA will be in charge of 

updating the feature vectors to select the features that will be 

most useful when ANN is trained. The results are shown on the 

spambase dataset, and Matlab is used for programming. Thus, 

the results obtained had a precision of 98.64%, an accuracy of 

97.92%, and a sensitivity of 98.36%. In other words, when it 

comes to spam detection, the SCA is superior to MLP, DT, and 

RF models. Using the SCA during the testing process resulted 

in a 2.18 percent reduction in the amount of feature selection 

error produced by the MLP neural network. 

Texture feature sets such as GLCM and RLM were used in 

[21] to present the author's proposed method for distinguishing 

between ham and spam in images. This method made use of 

numerous textural characteristics. Both SVM and KNN are used 

at various stages of the classification process. The Dredze 

dataset is used in the proposed approach's implementation. 

When the value of K is set to 20, the average accuracy is 

approximately 97.27%. The authors of the paper [22] devised a 

novel filtering strategy to remove spam photos from the content. 

This novel filtering method included ten elements similar to 

current results that distinguish spam images from normal 

images. These features are useful in classifying spam images. 

They used a strategy known as PCA for feature dimensionality 

reduction purposes. However, the SVM classifier's 

classification of spam-related communications. It was 

determined that the classification was correct 98% of the time. 

III. MATERIALS AND METHODS 

For text and image email spam classification, the proposed 

model employs the k-NN technique classifier and Monarch 

Butterfly Optimization, a bioinspired metaheuristic 

optimization method for feature selection purposes. Figure 2 

depicts the text and image spam filtering model, which are 

available in the section below. Table 1 provides complete 

details for text and image. 

 

TABLE I.  Text and image dataset details 

 

Authors Dataset Description 

[23] Dredze Nonspam images=2550, 

spam images = 3239, spam 

archive images = 9503 

[24] Image Spam 

Hunter (ISH) 

Nonspam images=810, 

spam images = 920 

[25] Spambase Dataset size = 4601, 

spam=1813, ham= 2788 

 

A. Feature Extraction 

 

The spam email image was divided into two groups of features. 

These include traits derived from text sections as well as those 

derived from images. After extracting the image properties, the 

discovered characteristics must be quantified. This is 

commonly referred to as "data preparation." Feature vectors are 

a standard input format for machine learning algorithms, 

representing each feature numerically. As a result, image 

properties such as canny edges, histograms, and so on must be 

converted into numerical values. The number of edges in the 

canny edge image is extracted, as are histogram entropy, mean, 

variance, kurtosis, and other statistical techniques. 

 

 
 

Figure 2: Proposed model for filtering hybrid email 
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Figure 3. Detection of noisy text sections (a) spam example (b) labelled 

text regions (c) text region extraction 

 

Following the creation of the feature vectors, a series of tests 

can be run to determine which traits should be incorporated into 

the final model to achieve higher accuracy. The initial spam 

image, shown in Figure 3a, contains noisy data with no text 

data. Figure 3c depicts the presence of noise pixels, perfect 

localization of text regions was achieved, whereas Figure 3b 

shows the correctly recognized text parts. 

 

Image Feature Extraction Using the Local Binary Pattern 

LBP is a technique for describing an image's texture based on 

variations between pixels close to and far from the image's 

center. This chunk of binary text represents a binary pattern. 

The value of the central pixel is set to threshold to generate a 

binary code, which is then applied to the value of the 

corresponding pixel in the image. As a result, if the value of the 

pixel next to it is larger than or equal to the threshold value, it 

will be set to 1; otherwise, it will be set to 0 (zero). A graph is 

used for binary value generation. On the other hand, (1) below 

provides the equation for LBP in its simplest form. 

𝐿𝐵𝑃(𝑖𝑐 , 𝑗𝑐) = ∑ 2𝑛𝑓(𝑁𝑛 − 𝑀(𝑖𝑐 , 𝑗𝑐))

7

𝑛=0

             (1) 

 

𝑓(𝑖) = {
0     𝑖 < 0

1  𝑖   ≥   1   
                                               (2)   

 

Where the values of LBP (ic, jc): LBP value at the centre pixel 

(ic, jc) N(n): values of neighbor pixel values M (ic, jc): centre 

pixel n: index of neighboring pixels. 

 

Feature Selection 

Because we have so many features, irrelevant features have to 

reduce from the total number of features. Also, for image 

processing purposes, features have to be extracted. Thus, 

feature extraction has become a task that takes a lot of 

processing power. 

 

Monarch butterfly optimization algorithm (MBOA): 

A population-based algorithm-based algorithm is one of several 

types. These algorithms indicate behaviour species that collect 

in large groups, such as bees, butterflies, and other similar 

organisms. The MBO algorithm falls into the swarm class. 

 

Migration Operator 

To know more about migration operators’ total population of 

butterflies at each location is calculated using the formulas on 

lands 1 and 2, respectively. We will use the abbreviations SP1 

and SP2 to refer to subpopulations 1 and 2, respectively. In this 

case, the ceil(x) function rounds x down to the nearest integer 

greater than x. As a result, when r is less than p, then obtained 

and can be written in mathematical form as [26]: 

𝑥𝑖,𝑘
𝑡+1 = 𝑥𝑟1,𝑘

𝑡                            (3) 

 

In equation (3) 𝑥𝑖,𝑘
𝑡+1  and 𝑥𝑟1,𝑘

𝑡  denotes kth element of xi, xr1 

respectively. Randomly selected Butterfly r1 from SP1 can be 

written as: 

𝑟 = 𝑟𝑎𝑛𝑑 ∗ 𝑝𝑒𝑟𝑖                  (4) 

where peri is the migration period. In comparison, when r > p, 

then 𝑥𝑟1,𝑘
𝑡  is given by 

 

 

𝑥𝑖,𝑘
𝑡+1 = 𝑥𝑟2,𝑘

𝑡                              (5)    

 

where 𝑥𝑟2,𝑘
𝑡  denotes  kth element of xr2, and randomly selected 

Butterfly r2 from SP2. 

 

As rand < p, the kth element for  butterfly j can be written as 

 

𝑥𝑗,𝑘
𝑡+1 = 𝑥𝑏𝑒𝑠𝑡,𝑘

𝑡                            (6)    
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where 𝑥𝑗,𝑘
𝑡+1 signifies kth element of xj. Also, 𝑥𝑏𝑒𝑠𝑡,𝑘

𝑡  signifies 

kth element of the best individual xbest. Subsequently, when rand 

> p, which can put in mathematically form as: 

 

𝑥𝑗,𝑘
𝑡+1 = 𝑥𝑟3,𝑘

𝑡                                   (7)    

 

where 𝑥𝑟3,𝑘
𝑡  signifies kth element of xr3. However, r3 ϵ {1, 2, . . 

. , NP2}. 

 

In this case, when rand is bigger than BAR, it can be calculated 

in another form [88]: 

 

𝑥𝑗,𝑘
𝑡+1 = 𝑥𝑗,𝑘

𝑡 + 𝛼 × (𝑑𝑥𝑘 − 0.5)                (8)                      

 

SPMBO Algorithm 

However, as we have previously stated, the MBO employs a 

fixed number of butterflies on Land 1 and Land 2, and the 

migration operator accepts each new butterfly individual that it 

creates. In this article, we will propose a new MBO algorithm 

that incorporates both self-adaptive and greedy techniques.  

   

Self-Adaptive Strategy 

In MBOA, the butterfly’s population in both lands 1 and 2 

depends on ceil function of their subpopulations (i.e., ceil 

(p*NP) (NP1, subpopulation 1) makes butterflies remain static 

throughout the optimization method, but there is dynamic 

migration of butterflies as per the value of factor p which 

receives its updates as follows: 

𝑝 = 𝑎 + 𝑏𝑡                                         (9) 

 

where t is current generation, and a and b are constants  

𝑎 =
𝑝𝑚𝑖𝑛𝑡𝑚 − 𝑝𝑚𝑎𝑥

𝑡𝑚 − 1
,                      (10) 

 

𝑏 =
𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛

𝑡𝑚 − 1
,                            (11) 

 

where tm denotes maximum generation, pmin denotes lower 

bound, and pmax denotes the upper bound of factor p. Notably, 

pmin and pmax belong to the [0, 1] class. The butterfly adjustment 

operator updates all butterflies in the standard MBO algorithm 

when p=0, whereas the migration operator updates all 

butterflies when p=1. Despite these two exceptions, to broaden 

the range of the factor p, we assign pmin and pmax to 0.1 and 

0.9 in the subsequent trials. We can see from Equation (9) that 

the factor p changes linearly from the lower limit pmin to the 

higher bound pmax. 

  

Greedy Strategy 

In this process, all newly formed butterfly individuals to the 

pool of butterfly individuals are to be utilized in the next 

generation. This pool of butterfly individuals is used to create 

the next generations of butterflies. Suppose the newly-

generated individual of the butterfly is of poorer quality than the 

one that came before it. In that case, the population will suffer 

due to this update, and the convergence rate will be slowed 

down. In general, if something occurs in the later stages of the 

search, it will cause a shift in the population. In the context of 

this work, the fundamental MBO algorithm was enhanced by 

adding a greedy strategy. Only newly-created butterflies that 

have significantly increased their overall degree of fitness are 

allowed for the subsequent generation. This selection method 

promises that the newly generated population will not be 

inferior to the one that came before it and that the algorithm will 

develop in the desired manner. After the performance of the 

greedy technique, the new butterfly is fragmented down into its 

parts as follows to reduce the risk of any unexpected problems: 

The effectiveness of the SPMBO algorithm is tested by 

applying the proposed approach to discover solutions to three 

benchmark datasets. This is done to evaluate the performance 

of the proposed feature selection method (i.e., SPMBO). 

Because each of the three benchmark datasets only has a few 

attainable functions. This is because each problem only has a 

few functions. 

𝑥𝑖.𝑛𝑒𝑤
𝑡+1 = {

𝑥𝑖
𝑡+1, 𝑓(𝑥𝑖

𝑡+1) < 𝑓(𝑥𝑖
𝑡)

𝑥𝑖
𝑡 ,      𝑒𝑙𝑠𝑒                          

   (12) 

 

where 𝑥𝑖.𝑛𝑒𝑤
𝑡+1  denotes newly-generated butterfly, thus moves to 

the next generation, 𝑓(𝑥𝑖
𝑡+1)  and 𝑓(𝑥𝑖

𝑡) denotes fitness of 

butterfly 𝑥𝑖
𝑡+1  and 𝑥𝑖

𝑡 , respectively. Subsequently applying 

greedy strategy to the migration operator, the updated process 

is discussed in Algorithm 1. 

__________________________________________________ 

Algorithm 1: Migration operator updating. 

     for i = 1 to NP1  

    for k = 1 to D do  

  Generation of rand. 

    r = rand ∗ peri. 

       if r ≤ p then 

Choosing r1 randomly from SP1; 

Produce 𝑥𝑖.𝑘
𝑗+1

 using eq. (3); 

        else 

Choosing r2 randomly from SP2; 

Produce 𝑥𝑖.𝑘
𝑡+1 using eq. (5); 

      end if 

     end for 

Produce 𝑥𝑖,𝑛𝑒𝑤
𝑡+1 , using eq. (12). 

    end for 

________________________________________________ 

 

In the similar manner SPMBO process is discussed in 

Algorithm 2 along with its complete pseudo code. 
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Algorithm 2: SPMBO. 

Initialization. Fix generation t = 1, and tm, {NP1, NP2, BAR, 

peri, pmin,  pmax}. 

Compute required objective fitness function. 

while t < tm do 

Categorize all the individuals of butterfly population. 

Using eq. (9) calculate factor  

Fix NP1 and NP2. 

Separate SP1 and SP2. 

            for i = 1 to NP1 do  

From Algorithm 1 execute updated migration operator. 

              end for 

             for j = 1 to NP2  

 Execution of standard MBO process. 

                  end for 

Obtain the newly-generated butterfly fitness function. 

               t = t + 1. 

          end while 

Store the updated result. 

__________________________________________________

____ 

 

Classification: 

k-nearest neighbor (k-NN) 

The k-nearest neighbor algorithm was used in this study to 

classify data into image-based spam e-mails. The data 

classification was accomplished using a feature set and trained 

data. This data has m rows and n columns that have been 

divided into two subsets: Dtrain (p rows and n columns) and Xest 

(m *n ) (q*n ). The data for the supervised training is initially 

divided into two classes: spam and valid e-mails. The 

classification values saved in the Y train's class column are used 

to determine which classes these items belong to. The flow 

process and optimization algorithm (OA) of k-Nearest 

Neighbors is discussed in Algorithm 3. 

__________________________________________________

___ 

Algorithm 3: k-Nearest Neighbors’ 

1: Input: X𝑡𝑟𝑎𝑖𝑛, X𝑡𝑒𝑠𝑡, Y𝑡𝑟𝑎𝑖𝑛 and Y𝑡𝑒𝑠𝑡 

2: Output: 𝜁 

3: 𝑟 ← {𝑎1, 𝑎2, … ,𝑎𝑝} ∈ 𝐷𝑡𝑟𝑎𝑖𝑛 

4: 𝑠 ← {𝑏1, 𝑏2, … ,𝑏𝑞} ∈ 𝐷𝑡𝑒𝑠𝑡 

5: 𝑣 ← {𝑐1, 𝑐2, … ,𝑐𝑝} ∈ 𝐵𝑡𝑟𝑎𝑖𝑛 

6: 𝑤 ← {𝑑1, 𝑑2, … ,𝑑𝑞} ∈ 𝐵𝑡𝑒𝑠𝑡 

7: 𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 ∶ 𝜙𝑖 ← 𝑋⃖⃖⃗   𝑟𝑎𝑛𝑑 ∣ 𝑖 ∈ {1, 2, 3,… ,12} 

8: 𝜁𝑖 ← 0 ∣ 𝑖 ∈ {1, 2, … ,𝑞} 

9: for 𝑖 = 1 to 𝑝 do 

10: if 𝑣𝑖 = 1 then 

11: 𝐷𝑠𝑝𝑎𝑚𝑖 ← 𝑟𝑖 

12: else 

13: 𝐷𝑙𝑒𝑔𝑖𝑡𝑖 ← 𝑟𝑖 

14: end if 

15: end for 

16: 𝑥𝑠𝑝𝑎𝑚 ← 𝑚𝑒𝑎𝑛(𝐷𝑠𝑝𝑎𝑚) 

17: 𝑥𝑙𝑒𝑔𝑖𝑡 ← 𝑚𝑒𝑎𝑛(𝐷𝑙𝑒𝑔𝑖𝑡) 

18: {𝜙1, 𝜙2, 𝜙3} ← OA(𝐷𝑠𝑝𝑎𝑚, 𝑥𝑠𝑝𝑎𝑚, E(𝑎, 𝑏)) 

19: {𝜙4, 𝜙5, 𝜙6} ← OA(𝐷𝑠𝑝𝑎𝑚, 𝑥𝑠𝑝𝑎𝑚, M(𝑎, 𝑏)) 

20: {𝜙7, 𝜙8, 𝜙9} ← OA(𝐷𝑙𝑒𝑔𝑖𝑡, 𝑥𝑙𝑒𝑔𝑖𝑡, 𝐸(𝑎, 𝑏)) 

21: {𝜙10, 𝜙11, 𝜙12} ← OA(𝐷𝑙𝑒𝑔𝑖𝑡, 𝑥𝑙𝑒𝑔𝑖𝑡, 𝑀(𝑎, 𝑏)) 

22: 𝜁 ← 𝑘𝑁𝑁(𝜙, 𝑠, 𝑘) 

_______________________________________________ 

This approach uses two different distance metrics, which will 

later be substituted in the function Dist, to compute many class 

representatives for each of the two classes (a, b). During this 

research, the Euclidean distance was initially regarded as the 

best option for use as a distance metric. According to equation 

(13), the Euclidean distance is calculated among a and b of two 

points that can be put in mathematical form. 

𝐸(𝑎, 𝑏) = √∑(𝑎𝑖 − 𝑏𝑖)
2

𝑛

𝑖=1

               (13) 

The Manhattan distance is the second distance metric used, 

based on the idea that the distance between a and b two points 

is the absolute difference between the coordinates. This metric, 

used to calculate distances, replaces the traditional metric used 

in Euclidean geometry with a new metric.  

𝑀(𝑎, 𝑏) = ∑|𝑎𝑖 − 𝑏𝑖|

𝑛

𝑖=1

                     (14) 

The dataset used to determine class representatives is 

considered new training data and calculates how far a testing 

data point is from the class representatives. The data set used to 

determine the class representatives is regarded as new training 

data to calculate how far a testing data point is from the class 

representatives. This approach can be used to compute the 

distance between two points which is discussed in Algorithm 4. 

To do so, calculate the distance between each point in the 

training set and each point in the testing set. 

_______________________________________________ 

Algorithm 4: k-NN 

1: Input: 𝜙, 𝑠 and 𝑘 

2: Output: 𝜁 

3: for 𝑖 = 1 to 𝑞 do 

4: for 𝑗 = 1 to 18 do 

5: 𝜓𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 ← Compute 𝐷𝑖𝑠𝑡(𝜙𝑗, 𝑠𝑖) 

6: end for 

7: 𝑋⃖⃖⃗ ← 𝑠𝑜𝑟𝑡 𝑎𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔(𝜓𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠) 

8: if majority class among first 𝑘 distances in 𝑋⃖⃖⃗ then 

9: 𝜁𝑖 ← 1 

10: else 

11: 𝜁𝑖 ← 0 
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12: end if 

13: end for 

___________________________________________ 

 

A given data point is considered to belong to a class that is more 

prevalent among its neighbors if it is close to its neighbors as 

"k." This k value is used as input for k-NN. Then the obtained 

class is saved in a variable I for each instance of the Dtest. When 

combined with k-NN, these three approaches produce positive 

results due to the ease with which they can be implemented and 

the plethora of essential qualities of k-NN. K-

Nearest Neighbors is effective, requires little to no training 

time, and does not require any prior knowledge of the data set. 

This is because no previous knowledge of the data set is needed. 

Furthermore, the procedure is straightforward to follow. 

Evaluation Metrics 

The proposed method performance was determined using 

several evaluation metrics, including accuracy, recall, 

precision, and the F1-score. The evaluation will be based on the 

following indicators: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
            (15) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                          (16) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                      (17)    

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
    (18) 

 

 

IV. RESULTS AND DISCUSSION 

This paper's evaluation was performed on a personal computer 

with the following settings: The memory available is 8GB, and 

the Intel core i7 processor runs at 2.6GHz. The technique was 

implemented in the MATLAB programming language, also 

used to write it. Matlab R2020a was used to help with the 

feature selection process. The program was run with the proper 

settings after installing the upgraded version of Matlab that 

included the MBO toolbox. The WEKA was employed during 

the classification phase because it was relatively simple 

compared to other machine learning software. Using 10-fold 

cross-validation, the k-nearest neighbor classifier was used on 

the entire datasets before and after using feature selection in the 

analysis. Following that, the effectiveness of the suggested 

strategies was assessed using the newly generated confusion 

matrix. 

Table 2 and Figure 4 show that SPMBO is 

demonstrably superior in terms of the number of features it can 

remove compared to traditional works. It outperforms the MBO 

on every single dataset. In the experiments conducted on the 

two datasets, it is important to note SPMBO feature selection is 

superior to the baseline MBO approach in all three datasets. The 

selection size rate for the features of the Dredze dataset is 7.32, 

the Image Spam Hunter dataset is 8.34, and Spambase was 6.51. 

Given these results and the accuracy results previously reported, 

it is possible to conclude that the SPMBO was effective for 

feature selection of accurately describing the greatest extent 

possible. 

 

TABLE 2. Comparison of number of features selected SPMBO and MBO and 

methods 

Sno Dataset MBO SPMBO 

1 Dredze 11.64 7.32 

2 Image Spam Hunter 12.87 8.34 

3 Spambase 9.21 6.51 

 

 

Figure 4. Features selected for SPMBO and MBO 

 

Tables 2 and 3 illustrate the resultant metric values of different 

evaluation measures for the distance metrics Euclidean and 

Manhattan respectively. These values are computed for all 

discussed algorithms using 10-fold cross validation. 

 

Table 3: Performance evaluation measures values obtained by 

MBO and SPMBO algorithms for Dredze dataset with 

Euclidean and Manhattan. 

 

Algorithm Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

measur

e (%) 

MBO-kNN 97.8 98.23 97.11 96.37 

SPMBO-kNN 

(Our work) 

98.8 99.24 98.87 98.45 

 

Figure 5 shows that the proposed SPMBO-kNN attained the 

highest accuracy of 98.8%, a precision of 99.24%, a recall of 

98.87%, and an F1-measure of 98.45% as related to the classic 
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MBO-kNN algorithm on Dredze dataset

 
 

Figure 5. Results of the proposed SPMBO and MBO algorithms 

 

Table 4: Performance evaluation measures values obtained by 

MBO and SPMBO algorithms for Image Spam Hunter dataset 

with Euclidean and Manhattan 

 

Algorithm Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

measure 

(%) 

MBO-kNN 98.20 98.84 97.14 96.51 

SPMBO-kNN 98.5 99.34 98.98 98.65 

 

Figure 6 shows that the proposed SPMBO-kNN attained the 

highest accuracy of 98.5%, the precision of 99.34%, recall of 

98.98%, and the F1-measure of 98.65% as related to the classic 

MBO-kNN algorithm on the Image Spam Hunter dataset 

benchmark. 

 

 
Figure 6. Results of the proposed SPMBO and MBO algorithms on Image 

Spam Hunter 

 

Table 5: Performance evaluation measures values obtained by 

MBO and SPMBO algorithms for Spambase dataset with 

Euclidean and Manhattan 

 

Algorithm Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

measure 

(%) 

MBO-kNN 96.20 95.23 96.24 95.57 

SPMBO-kNN 97.21 96.45 97.34 96.77 

 

Figure 7 shows that the proposed SPMBO-kNN attained the 

highest accuracy of 97.21%, the precision of 96.45%, recall of 

97.34%, and F1-measure of 96.77% as related to the classic 

MBO-kNN algorithm on the Spambase dataset benchmark 

 

 
Figure 7: Results of the proposed SPMBO and MBO algorithms on Spambase 

 

 

TABLE 6: Accuracy comparison on Dredze, ISH, and Spambase datasets  

 

Author and 

method 
Dataset 1 Dataset 2 

Dataset 3 

Author in [26] 98 97 96 

Author in [27] 97.9 98.3 97.5 

Our proposed 

model 
98.8 98.5 

98.8 

 

Our paper and tests also concentrated on additional spam image 

datasets that are readily available to the general public, such as 

the well-known Dredze and Image Spam Hunter datasets. After 

that, our findings are contrasted with those acquired by various 

methodologies, each using a different collection of machine 

learning characteristics and procedures [28]. The use of 

metadata and OCR are two examples of these approaches and 

features, which range from fundamental to sophisticated. As 

seen in Table 6, the model we presented performed admirably 

in this domain as well. By utilizing various machine learning 

techniques, it not only achieved a high level of accuracy but also 

managed to outperform the nearly flawless results that earlier 

authors had reported. 

V. CONCLUSION 

Currently, hybrid e-mail spam filtering is a tedious job due to 

more features in the datasets. In the standard MBO algorithm, 

we presented two strategies in this paper that can be used to 

avoid self-adaptive and greedy modes of operation. The factor 
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p-value is fine-tuned linearly. As a result, the starting value of 

the p will be used in the computation of the total number of 

butterflies found on both lands, 1 and 2. Furthermore, only 

individuals from the next generation of butterflies who have 

improved their fitness function are passed to the next 

generation. Thus proposed SPMBO results of the experiments 

show that search capability outperforms the standard MBO 

algorithm on several majorities of evaluation metrics. The 

results showed the highest accuracy of SPMBO is 98.8% for 

Dredze, 98.5% for ISH, and 97.21% for Spambase datasets, 

respectively. Also, the selection size rate for the features of the 

Dredze dataset is 7.32, the Image Spam Hunter dataset is 8.34, 

and Spambase was 6.51, which can be treated to better result in 

this research area. In future work, we plan to implement new 

optimizing algorithms to further reduce the features in the 

dataset for better e-mail spam filtering. 
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