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Abstract: 

Objectives: 

The objective of the paper is to discuss the proposed dynamic software model to detect and prevent intrusion in the cloud network. 

Methods: 

The Behavior Profiling Algorithm (BPA) has been used to detect the intrusion in cloud network. For finding the intruder in the 

network the Event Log Entries and the network Unique Identification Address (UIA) has been fetched from the server and then the collected 

attribute values have been transferred to prevention module.  In the prevention module the dynamic statistical approach model has been used to 

prevent the network systems and data which are available in the Cloud Network.  

Findings: 

For testing the proposed model the 100 cloud network systems were taken and based on the loss of packets (in MB) ranges the samples 

were classified as 0-100, 101-200, 201-300, 301-400, 401-500, 501-600, 601-700 respectively. The range of data loss is assumed to be an 

interval of 100 Mbps. It is assumed that the higher the data loss ranges, the more data is lost. The mean, variance, and standard deviation were 

calculated to verify the data loss ranges. The mean (average) of the data loss in the ranges 0-100 is 060.77 and the mean in the ranges 101-200 is 

144.714 data losses, which gradually increases in proportion to the data loss ranges, and in the ranges 601-700 it is 665.769 data losses. From the 

statistical approach model, the differences between mean and variance indicated that the intruder attacked the files during the data transformation 

in the network. Therefore, the administrator has to monitor the warning message from the proposed IPS model and get data packet losses in the 

transformation. If the frequency of data loss is low, the administrator can assume that the data flow is low due to network problems. On the other 

hand, if the frequency of data loss in the network system is high, he can block the transformation and protect the data file. This paper concludes 

that the behavioral profiling algorithm combined with a statistical model achieves an efficiency of over 96% in wired networks, over 97.6% in 

wireless networks, and over 98.7% in cloud networks. 

Novelty: 

In the previous paper discussed the approach which has been implemented with 40 nodes and the result of the proposed algorithm 

produced above 90%, 96% and 98% in the wired, wireless and cloud network respectively. Now, the model has been implemented with 100 

nodes the result has been increased. This study concluded that, the efficient algorithm to detect the intrusion is behaviour profiling algorithm, 

while join with the statistical approach model, it produces efficient result. 
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1. Introduction 

Many services offered by cloud computing are free 

to users, including the ability to store and retrieve data from 

anywhere in the world. Due to the fact that data in a 

distributed system can be accessed from anywhere in the 

world, distributed systems and cloud computing are similar 

technologies. In contrast, in cloud computing, all data is 

stored online and can be accessed from any location [17]. 

Three cloud computing models are available to users. They 

are private, public and hybrid [8]. The public model is an 

open model that can be accessed by anyone in the world [2]. 

The cloud servers are always managed and operated by third 

parties, as it is created exclusively for a company and only it 

can use it. The private cloud is much more reliable and 

secure than the public clouds [5]. Many companies have 

moved from using public clouds to private clouds. The third 

type of cloud computing is called hybrid cloud and 

combines the best elements of the first two clouds [17].  

Nowadays, a variety of devices are available to 

satisfy users' needs, including fast networks and powerful 

computer processors [7, 14]. Unfortunately, security issues 

have increased with our growing reliance on IT [14]. Many 
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organizations rely on NIDPS to protect their data sources 

and systems as computer network and Internet security face 

growing challenges [14, 16]. Because leaked information can 

cause significant damage, it is critical for both businesses 

and individuals to protect computer and network 

information. Intrusion detection systems are critical to 

prevent such situations. Recently, various machine learning 

strategies have been developed to improve the performance 

of intrusion detection systems [20]. For this reason, network 

security is of critical importance and an entire industry has 

emerged to develop better software and hardware platforms 

to detect and eliminate network threats [13]. There are 

limitations in the capacity to perform certain software 

activities, despite the fact that researchers have designed 

hardware IDPS to process millions of packets 

simultaneously in the communication.  

Moreover, hardware-based NIDPS solutions have 

problems with limited memory size [9, 10, 13]. To properly 

identify the malicious node and prohibit it from further 

communication, an abuse detection and prevention system 

must be developed [23]. The Intrusion or Abuse or Anomaly 

Detection System is a programming instruction that detects 

suspicious activities and network policy violations [4, 6, 12]. 

The intrusion detection system is capable of detecting cloud-

based malware [3]. When a hacker tries to attack the cloud 

data center, it sends an alert to the administrator [17]. 

Security tools such as adaptive security 

applications, intrusion detection system (IDS) intrusion 

prevention system (IPS) and re-walls all have misuse 

detection as a core component [8]. Various intrusion 

detection methods are used, but their effectiveness is a 

problem [6]. The performance of intrusion detection depends 

on the accuracy, which needs to be increased to reduce false 

positives and increase the detection rate [20]. The three basic 

categories of malware detection techniques are static, 

dynamic, and hybrid [25]. Static techniques, often referred to 

as misuse-based or signature-based, maintain an up-to-date 

database of dangerous code patterns or attack signatures and 

scan the code for these signatures without actually executing 

it [15].  

Each network-connected device that is attacked and 

the network-wide attack frequency are tracked [11, 13, 35]. The 

cloud server is protected from attacks using a variety of 

solutions [17]. Although open source is the most popular type 

of NIDPS software with configured platforms, their 

communication performance is still a major problem in 

high-speed networks [13]. Moreover, hardware-based NIDPSs 

are relatively expensive but offer a wide range of processing 

speeds. Software solutions are preferred over hardware 

solutions because they are flexible and inexpensive [14]. 

Dynamic approaches, on the other hand, which track the 

activity of an application as it runs, are sometimes referred 

to as behavior-based or anomaly-based. They build a model 

of typical behavior. Any observation that deviates 

significantly from this paradigm is considered deviant 

behavior [15]. 

 

2. Review of Literature 

The real-time Intrusion Detection Expert System 

(IDES) described Dorothy E. Denning (1987). It is based 

on the idea that exploiting system vulnerabilities entails 

aberrant use of the system. Therefore, anomalous patterns of 

system usage could be used to identify security infractions. 

They came to the conclusion that the suggested model offers 

a solid foundation for the development of effective real-time 

intrusion detection systems that can identify a variety of 

intrusions related to attempted break-ins, masquerading, 

system penetrations, Trojan horses, viruses, leakage and 

other abuses by legitimate users and some covert channels. 

They do not propose to replace any security controls with 

IDES, however. 

Sathish Kumar et al. in 2007 presented 

statistically based on intrusion detection framework for 

computer networks, and it employed the six-sigma 

technique to determine the thresholds for the critical 

network. Network data was used to identify the thresholds, 

which were then used to monitor unusual network behavior. 

DARPA has employed a benchmark for performance 

evaluation. The suggested model uses SBID based on six 

sigma approaches to provide 75% to 80% accuracy.   

Mahboubian and Nor I Udzir (2013) suggested a 

new IDS model based on an Artificial Immune System 

(AIS) which has used a statistical approach model. With the 

use of binary detector sets, the model improved in terms of 

speed and detection rate, leading to increased performance. 

DARPA data set has been used to examine the model. The 

Probe channel recorded the highest accuracy rate since 

(91.32%). They choose to raise the model's accuracy % and 

put it in a real network as their future enhancement. 

Waskita et al. (2014) suggested a creative method 

to statistically analyze network traffic. An ID has assessed a 

vast amount of network traffic's raw data to determine 

whether any of it is malicious. Each server in a network 

continuously analyzes incoming and outgoing packets by 

employing active ports. This behavior makes it possible to 

spot the infiltration. By using the raw data, such as time 

scales like Minute, Hour, Day, and Month, as well as the 

quantity of packets, a graph can be drawn. The model 

weakness, according to scientists, is that it only saves a 

small quantity of preprocessed data and performs dynamic 

calculations over a range of time scales and data collection 

periods. 

Aneetha et al. (2015) used preprocessing, 

multivariate statistical analysis, and other components to 
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create the Hotellings T2 approach and a multivariate 

statistical strategy for intrusion detection. The KDD Cup'99 

dataset used for validation and testing, producing high 

detection rates or 100% detection rates in normal, R2L. The 

threshold range calculated using the Central Limit Theorem 

(CLT). The detection rates for DOS and probe classes are 

99.77% and 97.32%, respectively. Because there are not as 

many traffic profiles in U2R (User to Root), the false alarm 

rate is higher. 

Luca Boero et al. in 2016 proposed Statistical 

fingerprint-IDS (SF-IDS), a network based IDS that can be 

determined, if IP traffic is infected with malware or not. The 

model was divided into two phases: training and 

classification/decision-making. A group of IP flow statistical 

parameters represents the statistical fingerprints that are 

extracted in both phases. The fundamental tenet is that each 

flow's nature, whether malicious or not, can be determined 

by its statistical fingerprint. 

Anup Ingle et al. (2016) provided a method for 

identifying aberrant network traffic for the detection of UDP 

spoofing attacks and other spoofing attacks. They used the 

application Wireshark to analyze UDP packets in regular 

traffic and to compare that traffic to that produced by a UDP 

spoofing assault in a Linux-based environment. They also 

used their own custom-built Windows interface to 

investigate the network. The researchers finally came to the 

conclusion that IP spoofing attacks are inevitable given the 

nature of the network packets they generate. Their network 

from damaging spoofing as well as hacking techniques can 

be protected by understanding how spoofing attacks are 

developed and implemented in combination with a 

straightforward network monitoring method or tool. 

Cracking those techniques is a long-term process that is 

open to the networking community. 

By comparing the expected and observed 

frequencies, Rajvirkaur and Gauravdeep (2017) 

introduced a statistically based intrusion detection technique 

based on the chi-square to identify DDoS attacks. In this 

instance, the technique and traffic from a backscatter dataset 

successfully detect the DDoS attempt. The investigation and 

results demonstrate that an anomaly exists when the 

expected and observed frequencies differ significantly. If the 

calculated result value in the chi-square test is higher than 

the tabular value, an anomaly has been found. The computed 

value is significantly higher in their results than the 

calculated value. 

By exploiting the statistical features of the target 

graph-signal and modeling sensor measurements as the 

target graph-signal, Hamidreza Sadreazami et al. (2018) 

suggested a novel Distributed Blind Intrusion Detection 

(DBID) framework. Based on hypothesis testing and using 

the log-likelihood ratio criterion, it has been built using the 

Gaussian Markov random field distribution. The statistics 

test closed-form expression has been developed and 

empirically verified. The framework provides a detection 

performance that is superior to other current schemes, 

according to temporal study of the network behavior 

established in the research. 

Ying Zhong et.al (2019) introduced a novel 

framework for anomaly identification. It is based on the 

organic integration of numerous Deep Learning (DL) 

algorithms. The first phase involves using the Damped 

Incremental Statistics method to extract characteristics from 

network traffic; the second phase involves training an auto-

encoder with scant label data; the third phase relies on 

utilizing an auto-encoder to identify network traffic that is 

abnormal; the fourth phase consists of in utilizing labeled 

data to train an LSTM; and the final phase is using a 

weighted method to calculate the overall abnormal score. 

 

3. Related Research Work 

The techniques for detecting intrusions are divided 

into three categories: misuse, anomaly, and hybrid model [6, 

11, 18, 19, 23, 25, 29, 32, 38, 41]. The misuse detection establishes 

patterns of illegal conduct, referred to as signatures, in 

particular to foresee and identify later attempts that would 

be similar. A hybrid technique has been proposed to 

improve the capabilities of current intrusion detection and 

prevention systems by merging these two methods of misuse 

and anomaly. The fundamental notion is that while anomaly 

identifies unknown attacks, misuse detects known assaults [5, 

20, 24, 26, 33]. The goal of anomaly detection is to identify 

unusual patterns of behavior. Any deviations from the 

baseline of typical usage patterns that intrusion detection 

and prevention system establishes are marked as potential 

intrusions [12]. 

 
Figure 1: Taxonomy of Intrusion Detection System 

 

Statistical: using a statistical method, the system 

tracks the behavior of various subjects, such as the 

utilization of CPU or the number of TCP connections, and 

creates profiles representing their characteristics. As a result, 
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two profiles are created, one during the training phase and 

the second during the detection phase. The distinction 

between the profiles allows the detection of anomalies. 

Machine learning (ML) based techniques have the 

ability to learn and improve their performance over time. 

They focus on developing a system that can adjust its 

execution plan in response to feedback and maximize its 

performance in a cycle. 

Data mining-based: By uncovering patterns, 

associations, anomalies, changes, and significant events and 

structures in data, data mining techniques serve to improve 

the intrusion detection process. The intrusion detection and 

prevention system uses clustering, classification, outlier 

detection, and an association of rule discovery. 

Intrusion prevention systems are divided into four 

categories. They are (i) By examining protocol behavior, a 

network-based intrusion prevention system scans the entire 

network for suspicious traffic. (ii) By examining the 

protocols, the Wireless Intrusion Prevention System (Wi-

IPS) looks out for strange traffic in the wireless network. 

(iii) Network Behavior Analysis (NBA) examines network 

traffic to detect risks such as DDoS attacks, certain types of 

malware, and policy violations that lead to anomalous traffic 

patterns. (iv) A host-based intrusion prevention system 

analyzes events on a host to look for guarded activity. 

The research objective is to identify intruders 

during communication in advanced computer networks 

using a behavioral profiling algorithm and to prevent 

intruders using a statistical model. To test the proposed 

model, 100 systems connected to a cloud network were 

selected. Files of different sizes were transferred between 

the systems. During the transformation, the number of data 

packets sent, received, and lost was dynamically stored and 

updated in the database with the system number at specific 

time intervals. The open source programming language 

PHP5.5 helps to determine the standard deviation, mean and 

variance. During the transformation, the system that loses 

more packets was marked as attacked system with the 

system number. Finally, the system number was transferred 

to the administrator to monitor and stop the processes 

running in the system and lock the system in the whole 

cloud network. 

 

4. Proposed Model 

Typically, IDS is a passive actor that issues alerts 

but does nothing to stop an attack or prevent it from being 

detected. In contrast, IPSs are considered extensions of IDS 

because they track system or network activity and attempt to 

prevent or block intruders. Unlike IDS, IPS is installed 

inline and has the ability to actively stop detected intruders. 

More specifically, IPS can, among other things, delete 

unnecessary network and transport layer options, remove 

malicious packets, generate alerts, reset the connection, fix 

transmission problems, etc. Essentially, behavior-based 

IDPSs build a data-driven model for good behavior. There 

are three main types of attributes that the data can often 

contain: 

1) How many device resources are being used, e.g., 

CPU /memory consumption, battery life, incoming and 

outgoing network traffic, etc. 

2) System calls made by various applications to the 

mobile OS kernel, e.g., the frequency with which a 

particular application makes calls to open, read, write, quit, 

etc, 

3) Access to the permissions requested by an 

application, such as the ability to read and send SMS, as 

well as the camera, microphone, contact list, and location of 

the device. To achieve this goal, the following behavioral 

profiling algorithm and a statistical technique were used.  

 

Proposed Behavior Profiling Algorithm: 

Step 1: Logs entropy (or Information gain) from 

Server 

Step 2: Identify the Process and respective PID 

(Process Identification Number) 

Step 3: Identify the IP (Internet Protocol) Address 

for each Process using PID. 

Step 4: Identify the TCP/ UDP transformation 

Process  

Step 5: Identify the Active Time and Response time 

for each process.  

Step 6: Identify the Data Packet transformation 

and Data Packet Loss  

Step 7: Trace the IP Address and its behavior of 

Transformation 

Step 8: Classify the Authorized and Unauthorized 

Transformation 

Step 9: Make the Prevention from the Unauthorized 

Transformation 

 

Statistical Techniques: 

To determine if the current behavior is different 

from the expected behavior, statistical approaches use 

statistical features and tests. These techniques provide a role 

that maps the typical behavior of network traffic (in the 

absence of an attack). Then, the network is monitored, 

proles are formed periodically, and anomalies are found by 

comparing them to reference proles. These techniques can 

be time-series or event-based, multivariate or univariate. 

To identify the standard deviation (σ) by using the 

number of packets (N) sent, received and loss of packets the 

following equation 1 has used. To implement the equation 

the sum (∑x) and N the mean (μ) the standard deviation (σ) 

and the variance (σ2) has derived. 
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𝜎 = √1/𝑁∑ (𝑥𝑖 − 𝜇)2𝑁
𝑖=1              ---------------------------(1) 

 

     --------------------------(2)  

 

For testing the proposed model the 100 cloud 

network systems were taken and based on the loss of 

packets (in MB) ranges the samples were classified as 0-

100, 101-200, 201-300, 301-400, 401-500, 501-600, 601-

700 respectively. The found mean and variance has been 

tabulated in the following [Table 1]. From [Table 1], the 

range of data loss is assumed to be an interval of 100 Mbps. 

It is assumed that the higher the data loss ranges, the more 

data is lost. The mean, variance, and standard deviation 

were calculated to verify the data loss ranges. The mean and 

variance of data loss in cloud networks are shown 

graphically in [Figure 2]. The variance measures how each 

number in the set deviates from the mean (average). The 

variance is represented by this symbol. The mean (average) 

of the data loss in the ranges 0-100 is 060.77 and the mean 

in the ranges 101-200 is 144.714 data losses, which 

gradually increases in proportion to the data loss ranges, and 

in the ranges 601-700 it is 665.769 data losses. The square 

root of the variance is the standard deviation. It measures the 

dispersion of a data set relative to its mean. 

 

Data Loss Ranges 

(in MB) 

Number of 

systems 
Mean Variance 

Standard 

Deviation 

Confidence 

Level (95%) 

0-100 9 065.777 038.173 06.178 

1.960 

101-200 14 144.714 157.489 12.549 

201-300 16 241.250 240.813 15.518 

301-400 17 355.764 303.944 17.434 

401-500 18 455.888 608.320 24.664 

500-600 13 553.307 571.136 23.898 

601-700 13 665.769 890.024 29.833 

Table 1: Statistical Analysis of data loss ranges in cloud Network 

 

Looking at the variance, in the ranges 0-100 it is 

small compared to the mean (average). In data ranges 101-

200 and 201-300, the variance of data loss is relatively high, 

and in data range 301-400, the variance of data loss is low 

compared to the mean. However, in the 401-500, 501-600, 

and 601-700 data ranges, the variance of data loss is 

relatively high compared to the mean. The standard 

deviation shows that the data loss is higher when the 

standard deviation is higher, and the data loss is lower when 

the standard deviation is lower. It can be concluded that as 

the data ranges increase, the loss ranges also increase. 

 

 
Figure 2: Graphical representation of Data lose in Cloud 

Network Mean and Variance 

 

5. Result and Discussion 

Cloud network users and their actions were tracked 

using the proposed approach. The received and sent details 

of the status of data packet transformation from the user to 
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the server and from the server to the user were studied. The 

packet conversion information in the cloud network is 

shown in [Table 1]. Using the log files, administrators were 

able to distinguish between allowed and unusual users. If the 

server's file system entry point has error information in its 

log files. This data was entered into the database and is 

known as the user's behavior profile. The activities of 

network users were also examined. 

From the statistical approach model, the differences 

between mean and variance indicated that the intruder 

attacked the files during the data transformation in the 

network. Therefore, the administrator has to monitor the 

warning message from the proposed IPS model and get data 

packet losses in the transformation. If the frequency of data 

loss is low, the administrator can assume that the data flow 

is low due to network problems. On the other hand, if the 

frequency of data loss in the network system is high, he can 

block the transformation and protect the data file.  

 

6. Conclusion 

This paper concludes that the behavioral profiling 

algorithm combined with a statistical model achieves an 

efficiency of over 96% in wired networks, over 97.6% in 

wireless networks, and over 98.7% in cloud networks. This 

algorithm is the most effective in detecting intrusions. The 

performance analysis of the algorithm used to build the 

intrusion detection and prevention system using Big Data 

could be determined in future studies, whether it is a wired, 

wireless, or cloud network. 
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