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Abstract: Carbon(C) levels have a direct impact on plant health and productivity. 200 soil samples from the Indian state of 

Uttar Pradesh were utilized in this study as a database to assess the efficacy of employing visible/near-infrared (VIS/NIR) 

spectroscopy data. The samples wavelengths ranged from 350 to 2,500 nm. The spectral features used to predict C were 

chosen using Ensemble Lasso Ridge Regression (ELRR), Random Forest (RF), and the more complicated Artificial Neural 

Network. The preprocessing employed the log derivative, Log10x derivative, and inverse derivative to replicate the wave-

length of the spectrum. The essential feature wavelengths for C were discovered to be between 350 and 450 nm, according to 

the results. The recommended Dropout Sequential Artificial Neural Network (DrSeqANN) technique combined with the 

Log10x pre-processed data produced the most accurate results. 
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1. Introduction 

Wetlands contain a large portion of the carbon reserves on the 

earth [1]. According to the UNEP World Conservation Moni-

toring Centre, wetlands encompass 6% of the earth. Wetland 

regions contain about 14% of the total carbon that is stored on 

land. Changes to the carbon stores in wetlands could have a 

big influence on global warming since they store a lot of car-

bon [2]. 

One of the established methods for determining the amount of 

Carbon(C) is dry combustion. Large-scale C detection, moni-

toring, and forecasting in dry environments is a challenging 

topic that calls for the creation of effective, quick, and precise 

techniques [3][4]. Although traditional methods are well 

known for their accuracy, they can be time-consuming to em-

ploy and risk damaging materials during processing, making it 

difficult to repeat laboratory results. However, recent research 

has demonstrated that spectroscopy in the visible infrared 

(VIS/NIR) region is a reliable, inexpensive, quantitative, and 

non-destructive tool for identifying the chemical composition 

of soil and its quality [5]. To ascertain the correlations between 

various soil components (organic phosphorus, organic carbon, 

and many more) and reflected spectra, scientists have created 

multiple empirical models [6]. Spectrum data can be utilized 

in a variety of ways, but machine learning techniques stand out 

due to their ability to analyze datasets fast and consistently 

[7][8].  

Using traditional regression techniques such partial least 

squares regression or multivariate linear regression, the spec-

trum identification of soil with increasing C concentration was 

frequently successful [13][14]. Overestimation and underesti-

mation are common issues with these techniques [15]. The re-

sults indicate that both support vector machines and random 
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forests may be able to produce accurate estimates of C. C con-

centrations were assessed using samples taken from China's 

middle and lower Yangtze River using VIS/NIR spectroscopy 

and SVM in [16].  

This research have all shown promising outcomes when com-

bining machine learning techniques with VIS/NIR spectros-

copy data. How to evaluate C in wetlands has been the subject 

of several research [17][18]. Recently, a wide range of ma-

chine-learning techniques, such as interval partial least squares 

(iPLS) and ant colony optimization (ACO), have been pre-

sented and applied for feature selection. Inspired by previous 

studies and taking into account these considerations, the pro-

posed research endeavor employs VIS/NIR spectroscopy and 

machine learning approaches to quantify estimates of the C 

content of wetlands. The study area was the Uttar Pradesh Dis-

trict in India, where 200 soil samples were collected at differ-

ent depths and chemically analyzed. To give C contents over 

wetland zones, a DrSeqANN Model is employed to extract 

specific wavelengths from spectrum information. 

2. Spectral Measurements and Pre-Processing 

Figure 1 illustrates the selection of the Uttar Pradesh state in 

India as the research area for the collection of soil samples 

from the cities of Kanpur, Kanpur Dehat, Unnao, Raebareli, 

Amethi, Sultanpur, and Azamgarh. The relevant area is located 

in Uttar Pradesh, India, at a latitude of 26.536938 and a longi-

tude of 80.489960, or 26° 32' 12.9768' N and 80° 29' 23.8560' 

E using GPS coordinates. 

 
Figure 1: Study Area 

 

Figure 1 depicts the research region. All 200 soil samples were 

systematically air dried, powdered, and separated by two-mil-

limeter filter to remove any last-remaining plant remnants, 

roots, or stones. 

200 soil samples were collected, having 2,151 characteristics 

between 350 and 2500 nanometers in wavelength. Spectral 

measurements can be affected by baseline settling, scattering 

anomalies, and high-frequency random disturbances. The da-

taset's spectral properties are enhanced [19] by utilizing Origin 

Pro version 9.0 [13]. In this study, we used the original spec-

trum of 200 soil samples and applied the First-Order Deriva-

tive (A'), inverse of First-Order Derivative (1/A'),First-Order 

Derivative's logarithm (lg(A')), and First-Order Derivative's 

log to base 10 (lg10(A')). 

 
Figure 2 (a) Original Spectra 

 

 
Figure 2 (b) First Derivative 

 

 
Figure 2 (c) Inverse Derivative 

 

 
Figure 2 (d) Logarithmic derivative 
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Figure 2 (e) Log to the base 10 derivatives of spectra 

 

From Figure 2, it appears that log to the base 10 outperformed 

the other pre-processing methods. Absorption Peaks for Origin 

Spectra were at ⁓1450nm, ⁓1990nm, 2250. 

2.1 first derivative (A’) 

The main purposes of derivatives are peak overlap resolution 

and resolution improvement (i.e., elimination of linear and 

constant baseline drift across samples). At 450 nm, 480 nm, 

950 nm to 1030 nm, 1300 nm, 1800 nm, and 2300 nm to 2500 

nm were the absorption peaks of the spectra. The mathematical 

formulas utilized for the first derivative (A) pre-processing are 

shown in Equation 1. 

𝑑𝑦

𝑑𝑥
=

𝑓(𝑥 + ℎ) − 𝑓(𝑥)

ℎ
                               (1) 

 

where  

 y-dependent variable 

x-independent variable 

 dx-change in value x 

 dy-change in value y 

 h- limiting value 

 

2.1. Inverse of the First Derivative (1/A’) 

Let f(x) be a function that is both invertible and differentiable. 

Let y=f-1(x) be the inverse of f(x) for all x satisfying f `(f-

1(x)≠0, (1/A`) 

𝑑𝑦

𝑑𝑥
=

𝑑

𝑑𝑥

(𝑓−1(𝑥)) = (𝑓−1)`(𝑥) 

                     =
1

𝑓`(𝑓−1(𝑥))
                     (2)   

Absorption Peaks for Spectra were at ⁓350nm to ⁓430nm. 

Equation 2 displays the mathematical formulas used for the In-

verse of First Derivative (1/A`) preprocessing. 

 

2.2. Log Derivative (Log A’) 

Equation 3. demonstrates the log derivative's mathematical 

formulas. (Log A') pre-processing. Absorption Peaks for Spec-

tra were at ⁓350nm to ⁓400nm 

 
𝑑

𝑑𝑥
𝑙𝑛 𝑙𝑛 𝑓(𝑥)  =    

1

𝑓(𝑥)

𝑑𝑓(𝑥)

𝑑𝑥
           (3)                       

where as 

     f is the function f(x)  

     x is a real variable   

 

2.4 Log to Base 10 Derivative (Log10x) 

Spectra's absorption peaks were located between ⁓350nm and 

⁓450nm. Equation 4 displays the mathematical formulas used 

for the pre-processing of the Log of Derivative (Log A}). 

log10 𝑥𝑖
1 = 𝑥𝑖

1 − 𝑥𝑖−1
1           (4) 

 

 

3. Machine Learning Techniques  

Two machine learning techniques i.e. Random Forest (RF) and 

Ensemble Lasso -Ridge Regression (ELRR) are used, as well 

as the proposed DrSeqANN with dropout layers to eliminate 

unwanted data and construct a model using VIS/NIR to predict 

C content. 

 

The 200-sample dataset was collected from the Indian state of 

Uttar Pradesh. The model is assessed on RMSE, RPIQ, and R2 

parameters for Carbon property after applying the pre-pro-

cessing. Here, the three regression models were compared and 

contrast using the NIR spectroscopy soil data. 

3.1. Ensemble Lasso-Ridge Regression (ELRR) 

In the ensemble lasso and ridge regression (ELRR), ridge re-

gression and Lasso are brought together. L1 and L2 penalty, or 

automated variable selection and continuous shrinkage, are 

both performed by the ELRR at the same time. Two separate 

penalty functions make up the ELRR penalty. 
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Where as  

Ridge Regression = L1, Regularization L1 and Lasso Regres-

sion = L2 

regularization parameter = λ. 

total sum for the theta vector = θi. 

how many features there are = n. 

 

The ridge penalty (L1), the first part of the penalty, while the 

lasso penalty is the second (L2). There is an effort to strike a 

middle ground between the two penalties via the penalty pa-

rameter, which takes values from [0,1]. The advantage of the 

ELRR penalty is that it combines the feature selection proper-

ties of the lasso penalty with the effective regularization of the 

ridge regularization. 

3.2. Random Forest 

renowned algorithm for machine learning One subset of the 

supervised learning methodology is Random Forest [1]. It is 

applicable to both regression and classification issues in ma-

chine learning (ML) [1]. It is predicated on the idea of group 

education. It is a technique for combining various classifiers to 

solve challenging problems and improve model performance. 

As the name suggests, Random Forest is a regressor that en-

hances the dataset's predictive accuracy by using many deci-

sion trees on various subsets and averaging the results. The 

random forest creates forecasts based on the opinions of the 

preponderance of projections rather than relying solely on a 

single decision tree. using forecasts from each tree. The ran-

dom forest model will help to solve the overfitting issue to 

some extent. 

3.3. Artificial Neural Network (ANN) 

Artificial Neural Network [15], An effective computing 

system called an ANN is based on biological brain networks. 

In describing ANNs, terms like "connectionist systems," 

"parallel distributed processing systems," and "artificial neural 

systems" were used.  

Each neuron has a connector that joins it to other neurons. 

Every connector is as Cited with some weights. Every neuron 

is considered to be in an inherent state, which is characterized 

by activation signals. Other components may receive the 

output signals that are produced by combining input signals 

with the activation algorithm. 

 

4. Proposed DrSeqANN Model 

 
Figure 3: Neural Network Structure 

 

According to Figure-3, seven hidden layers are used between 

input and output Layers. A total of 2151 spectral characteris-

tics are employed in the input layer. A total of 225 neurons are 

employed in the first concealed layer. An input layer allows 

the input batch to enter the network. A sample feature is as 

Cited with each node in the input layer. A series of hidden lay-

ers stack up after the input layer until the final (output) layer. 

The "complex" nonlinear operations with connections are car-

ried out by these levels. Despite being viewed as "complex," 

the fundamental operations are actually rather straightforward 

arithmetic calculations. A hidden layer is a stack of computing 

nodes. Each node extracts a feature from the input. The stack 

of output coming from a layer’s nodes is called a feature map 

or representation.  The size of the feature map, also equal to 

the number of nodes, is called the layer size. Intuitively, this 

feature map has results of various “sub-problems” solved at 

each node. They provide predictive information for the next 

layer up until the output layer to ultimately predict the re-

sponse. The seventh layer is employed as the last layer using 

ten neurons. Tanh [20] is the activation function employed. 

The train test split ratio was considered as 70:30. The 

"ADAM" optimizer and Root Mean Squared Error (RMSE) as 

the loss function were used in the compilation of the model. 

 Neural network regularization methods like L1 and L2 weight 

penalties were introduced [15]. However, the overfitting prob-

lem was not entirely resolved by these regularizations.  

Co-adaptation is a significant problem when learning big net-

works. If all the weights are learnt at once in such a network, 

it’s common for some links to predict outcomes better than 

others. Here, as the network  
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 is frequently taught, the weaker connections are ignored and 

the stronger connections learn more. Expanding the size of the 

neural network  

 

Figure 4: The Structure of Dropping the Layers in a Regular-

ized Network 

 

would not be advantageous. As a result, neural networks' ac-

curacy and size were limited. Dropout followed. An innovative 

regularization strategy. It made the co-adaptation whole again. 

We could now create networks that were bigger and deeper. 

And make use of everything's predictive power. 

As shown in Figure 4, The input to the network is a batch of 

samples. Each sample is a feature vector. The hidden layers in 

a Network are Dense. A Dense layer is characterized by a 

weight matrix W and bias b. They perform simple affine trans-

formations (dot product plus bias: XW + b). The affine trans-

forms extract features from the input. The transforms are 

passed through an activation function. The activations are non-

linear. Its nonlinearity enables the network to implicitly divide 

a complex problem into arbitrary sub-problems. The outputs 

of these sub-problems are put together by the network to infer 

the final output  �̂�. Dropout changed the approach of learning 

weights. Instead of learning  

 

all the network weights together, dropout trains a subset of 

them in a batch training iteration. With dropout, only a subset 

of nodes are kept active during batch learning. 

1 2

2 2 2

1 1

1
( ) (1 )

2

n n

r i i i i i i

i i

E t p w l p p w l

L L

= −

= − + − 

                          (6) 

 

As shown in above equation 6, there are two regulizers L1 and 

L2. regularization L1 pushes the small weights to zero, Still, 

there is an apparent difference¸L1 does a data-driven suppres-

sion of weights while dropout does it at random. Nevertheless, 

Dropout is a method of regularization. This regularization is 

more akin to an L2. Baldi and Sadowski (2013) provide a 

mathematical demonstration of this by Pierre and Peter. They 

proved that, under linearity (activation) assumptions, the loss 

function with dropout has the same form as regularization L2. 

The dropout rate(p) is the fraction of nodes that are dropped at 

a batch iteration. The regularization term in Equation 6 has a 

penalty factor p(1-p). The factor p(1 - p) is maximum when p 

= 0.5. Therefore, the dropout regularization is the largest at p 

= 0.5. Dropout is a regularization technique equivalent to L2 

regularization under linearity assumptions. A dropout rate p = 

0.5 is an ideal choice for maximum regularization. Therefore, 

a dropout rate of 0.5 is usually a good choice for hidden layers. 

Our model achieves good performance with dropout rate of 0.2. 

starting with first input layer number of nodes applied is 225 

continued up to seventh layer number of nodes is 10, weights 

are automatically adjusted with the input features, bias value 

is 0, kernel initializer is normal, activation function is tanh.  

 

4.1 Model Calibration Evaluation and comparison 

DrSeqANN Model processes data in 5 batches with 1000 

epochs. One iteration of the entire training dataset constitutes 

a training period. The weights are updated depending on a gra-

dient-based optimization technique during training. 

To verify the efficiency of three algorithms (DrseqANN, RF 

& ELRR), Out of 200 samples, 140 were used for training and 

60 for testing. Ratio of performance to interquartile distance 

(RPIQ), Root Mean Squared Error (RMSE), and Coefficient 

of determination (R2) were used to gauge the algorithm's pre-

cision., which measures how well one measure performs con-

cerning another. RPIQ considers prediction error and fluctua-

tion of detected measures to give more consistent and objective 

evaluation of model validity. Better predicting ability is indi-

cated by a higher RPIQ value. [22]. A more stable model has 

a higher R2, lower RMSE and highest RPIQ.  

 

Coefficient of determination (R2):  

𝑅2 = 1 −
∑ (𝑦𝑖𝑖 − �̂�)2

∑ (𝑦𝑖 − �̅�)2
𝑖

                      (7) 

where 𝑦𝑖  =  𝐴𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒𝑠 

            �̂� = 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠 

          �̅� = 𝑀𝑒𝑎𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 

          𝑦𝑖 − �̅� = 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑦 𝑓𝑟𝑜𝑚 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑦 
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Root Mean Squared Error (RMSE): 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦∝ − 𝑦𝑒𝑠𝑡)2

𝑛

𝑖=1

 

𝑦∝ = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 

𝑦𝑒𝑠𝑡 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 

𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 

 

Ratio of Performance to Interquartile (RPIQ): 

Quartiles: The values that divide a List of numbers into Quar-

ters 

Upper Quartile: The median of the Upper half of a set of da-

tasets. 

Range: is the difference between Greatest and Least values of 

the dataset 

Interquartile Range: The range in the middle of the data, it is 

the difference between Upper Quartile and the Lower Quartile 

of the dataset                           RPIQ=IQ/RMSE or RPIQ = Q3-

Q1/RMSE 

5. Results and Discussions 

5.1. Comparative Analysis 

After comparing the three models, it appears that the DrSe-

qANN model achieves an RPIQ of 8.42, RF model RPIQ of 

8.25, and ELRR model of 8.11. When applying the ELRR 

model to raw data (before Preprocessing), it yields the greatest 

RPIQ value. The values of the coefficient of determination, 

mean squared error, and root means square error for each 

model were nearly identical. The scatter plot of all three mod-

els on the original data is displayed in the figures 5 to 9. 

The first step is to pre-process the data using Derivative func-

tions. Pre-processing is finished by using the first derivate, In-

verse Derivative, Log Derivate, and Log10x. This makes it eas-

ier to assess if these samples are present in the training sets that 

were used to create the prediction models.  

 
(a) 

 

 
(b) 

 

 
(c)  

Figure 5: The scatter plot of original Raw data (before Prepro-

cessing) (a) DrSeqANN, (b) RF, (C) ELRR 

Figure 5 shows the scatter plot for all three models before Pre-

processing. 

From Figure 6, it is analyzed that the DrSeqANN model is giv-

ing better results on Log10x pre-processing data. The data 

points are less scattered in the DrSeqANN model compared to 

RF and ELRR models. The R2 value on the test data set was 

obtained as 0.82 with the RMSE value as 0.08 and RPIQ as 

4.32. 

 

 
(a) 

 
(b) 
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(c) 

Figure. 6: Scatter plot of on Log10x pre-processing data (a) 

DrSeqANN, (b) RF, (c) ELRR 

 

Figure 7 shows the scatter plot for all three models on the in-

verse derivative pre-processing data for regression analysis. 

From Figure 7, it is analyzed that the RF model is giving better 

results on inverse pre-processing data having R2 measures of 

about 0.55, RMSE of 0.07 on test dataset. Data is less scattered 

in RF model compared to DrSeqANN and ELRR Models 

which is also reflected in the scatter plot shown in figure 7(b). 

 

 

(a) 

 

(b) 

 

(c) 

Figure 7: The scatter plot on the inverse derivative pre-pro-

cessing data (a) DrSeqANN, (b) RF, (c) ELRR 

Figure 8 represents the scatter plot for all three models on an 

inverse derivative pre-processing dataset. The evaluation pa-

rameter values (RMSE, RPIQ and R2) are very close to each 

other and there is a very marginal difference between these 

values. From figure 8 a, b & c it appears that the DrSeqANN 

model is performing slightly better with RMSE of 0.08 and R2 

measure of around 0.69. 

 

(a) 

 

(b) 

 

(c) 

Figure 8: The scatter plot on an inverse derivative pre-pro-

cessing(a)DrSeq ANN (b) RF (c) ELRR 

 

From figure 9 of the scatter plot for all three models, it is evi-

dent that the DrSeqANN model outperformed RF and ELRR 

model. The training set's R2 value is 0.98, whereas the testing 

set is 0.67. In the case of the logarithmic derivative, the RPIQ 

is likewise the highest value as 3.87. 

 

(a) 
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(b) 

 

(c) 

Figure 9: The scatter plot on an logarithmic derivative pre-pro-

cessing (a) DrSeqANN, (b) RF (c) ELRR 

 

The DrSeq-ANN model's RMSE performance was enhanced 

by the application of Log10x pre-processing. The R2 value is 

good for Random Forest Model compared to the other two al-

gorithms on original data. After applying the pre-processing 

techniques as discussed in earlier sections, it is observed that 

Log10x pre-processing gives the best results. The RMSE is 

0.08, R2 is 0.82 and RPIQ is 4.32 for our proposed DrSeqANN 

model. In contrast to the remaining two methods, the suggested 

DrSeqANN prototype performs well in the majority of the pre-

processed data. The RPIQ value we found is always greater 

compared to RF and ELRR. 

6. Conclusion 

The regression machine learning and proposed DrSeq-ANN 

models were demonstrated for predicting C contents, utilizing 

Inverse Derivative, First Derivative, and Logarithmic Deriva-

tive, as well as Log10x. The suggested DrSeq-ANN model out-

performed the Random Forest and ELRR models for soil prop-

erties (C) on the presented dataset. In particular, applying a 

Log10x during pre-processing greatly enhanced the model's ac-

curacy for R2 by 17.55% when compared with previous models 

in the literature Future research can be carried out for other 

types (such as salt, silt and sand) of soil samples using DrSe-

qANN Model. 
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Table 1: Statistics of Soil Properties by Parameters of Mean, standard Deviation, First & Third Quartile and Maximum 

Soil 

Property 

Wave-

length 

Coun

t 

Mean Std 

Devia-

tion 

Mini-

mum 

Ist   

Quar-

tile 

IIIrd 

Quartile 

Maximum 

Ph 

Extract 

350 199.0 0.05955

4 

0.0176

78 

0.0264

68 

0.0466

62 

0.06718

2 

0.138930 

Ec 

Extract 

351 199.0 0.06002

9 

0.0173

90 

0.0244

90 

0.0487

80 

0.06864

4 

0.134328 

CaCO3 

Equiva-

lent % 

2499 199.0 0.35690

8 

0.0626

70 

0.2254

97 

0.3098

88 

0.39305

4 

0.520923 

C 2500 199.0 0.35678

3 

0.0629

24 

0.2250

79 

0.3081

25 

0.39393

4 

0.524133 
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