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Abstract: More and more surveillance systems are being used to increase security and safety for the general public. However, the conventional 

method of processing all video data in the cloud can be ineffective and slow response times. By performing video analytics at the network's 

edge, close to where the data is created, Edge AI is a promising new strategy that can address these issues. 

The most recent developments in edge AI for real-time video analytics in security systems are discussed in this paper. We discuss the different 

techniques that are being used, as well as the applications that are being enabled by edge AI. The paper also discusses the challenges and 

limitations of edge AI, and the future research directions in this area. 
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I. Introduction: 

Modern security infrastructure is incomplete without 

surveillance systems, which act as watchful sentinels to 

protect our cities, transportation systems, commercial 

buildings, and critical infrastructure. These systems produce a 

massive flood of video data that needs to be quickly and 

accurately analyzed in order to identify security threats, track 

crucial operations, and effectively handle emergencies. Video 

analytics in surveillance has historically relied heavily on 

cloud-based solutions, which, while effective, pose significant 

difficulties.[7]; These difficulties include issues with data 

privacy and security, high bandwidth consumption, and 

latency in data transmission. In response to these limitations, a 

revolutionary shift in the surveillance industry is in progress, 

as evidenced by the growing use of Edge AI, in which 

artificial intelligence algorithms are built right into edge 

devices like cameras and network video recorders.[1]; With 

this change, real-time video analytics enters a new era that 

promises to transform how we think about surveillance by 

bringing computation closer to the data source. Fig 1explains 

machine learning in video surveillance.  Edge AI offers a 

novel method for the analysis of video data because it can 

carry out complex computations locally on edge devices. 

Surveillance systems can benefit greatly from utilizing the 

computational power of edge devices and integrating AI 

models right inside of them.[2];One of these is a significant 

decrease in latency, which guarantees that crucial insights are 

generated in real-time and enables quicker response times to 

security incidents.[8]; Furthermore, Edge AI solutions 

significantly lessen the need for cloud resources, reducing 

bandwidth snarls and providing more affordable and scalable 

security systems.[3]; Deploying AI algorithms at the edge also 

improves data privacy because private video data can be 

processed there rather than being sent to distant servers, all 

while addressing urgent privacy concerns. 

 
Fig 1 :Machine Learning in video Surveillance  
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 In the context of surveillance systems, this research paper 

aims to examine the complex interaction between edge AI and 

real-time video analytics. It explores the technical 

foundations, benefits, and difficulties of this paradigm shift 

with an emphasis on its potential for transformation.[4]; We 

will analyze the approaches, designs, and case studies that best 

demonstrate the use of edge AI in surveillance throughout this 

paper. We will also explore current trends and promising new 

directions, providing insights into how Edge AI can develop to 

meet the constantly evolving needs of modern surveillance 

applications.[5]; We will explore the fascinating nexus 

between technology and security as we explore the promising 

horizons of edge AI, where the fusion of intelligence and 

immediacy creates a new era of surveillance systems, 

fostering safer and more secure communities. 

II. Literature Review: 

Real-time video analytics are now more important than ever 

because surveillance systems are becoming more sophisticated 

and widely used. The incorporation of edge AI technology has 

emerged as a game changer for real-time video analytics in 

surveillance systems. It is now simpler and more effective to 

process video data in a decentralized network for use in a 

surveillance system due to the increased use of AI 

technologies and IoT devices (Yu et al., 2020). 

Edge AI is used in surveillance systems to process video data 

intelligently at the front-end camera, improving the system's 

capacity to recognize and respond to security threats in real-

time. 

This strategy makes use of edge computing, which allows data 

to be processed and analyzed locally at edge devices rather 

than being sent to a central server. This has been shown to be 

more effective and efficient because it lessens the load on 

computers, networks, and data transmission. Edge computing 

also makes it possible to make decisions and respond quickly 

by reducing latency and ensuring real-time analysis. The video 

surveillance system service platform's capacity for intelligent 

processing can be greatly enhanced with the use of edge AI. 

 Sergio Saponara, Abdussalam Elhanashi, Alessio  

Gagliard(2020)  Real-time video fire/smoke detection based 

on CNN in antifire surveillance systems 

This author explains a real-time, embedded implementation of 

a fire and smoke detection method that makes use of common 

security cameras. The goal of this work is to create intelligent 

Internet of Things (IoT) devices for indoor and outdoor 

fire/smoke detection. For real-time fire/smoke detection, the 

proposed method utilizes YOLOv2 Convolution Neural 

Network, which outperforms other cutting-edge techniques. 

The model was successfully implemented in a low-cost 

embedded device (Jetson Nano) after being trained on a large 

scale of fire/smoke and negative videos in various indoor and 

outdoor scenarios. 

LCDnet: a lightweight crowd density estimation model for 

real-time 

video surveillance(2022) et.al  the author  introduces the 

LCDnet model, a new, simple crowd density estimation model 

for in-the-moment video surveillance. The authors evaluate 

LCDnet's performance using several benchmark datasets and 

suggest a better training method based on curriculum learning. 

The findings demonstrate that LCDnet outperforms existing 

models in accuracy while significantly reducing inference 

time and memory requirements. For researchers and 

practitioners interested in crowd counting and density 

estimation, the paper provides a thorough description of the 

proposed model and its evaluation. 

Edge AI in Surveillance Systems: 

1. Introduction to Edge AI: 

Edge AI is the practice of installing artificial intelligence (AI) 

algorithms directly on edge hardware, such as cameras, 

sensors, and network video recorders (NVRs), as opposed to 

relying solely on distant cloud-based servers to process data. 

Real-time data analysis is made possible by this method at or 

close to the data collection source. Edge AI, also referred to as 

edge artificial intelligence, is the deployment of artificial 

intelligence algorithms and models directly on edge devices 

like smart phones, IoT devices, and embedded systems. This is 

in contrast to using centralized cloud servers for processing. 

This decentralized approach allows for real-time, low-latency 

data analysis and decision-making at the network's edge, 

which eliminates the need for constant internet connectivity 

and addresses privacy and security concerns. Edge AI enables 

devices to carry out operations like image recognition, natural 

language processing, and predictive analytics locally in sectors 

like autonomous vehicles, industrial automation, smart cities, 

and healthcare, where rapid response times and data privacy 

are essential. 

2. Advantages of Edge AI in Surveillance: 

 

Fig 2: Advantages of Edge AI 
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Low Latency: One of the primary advantages of Edge AI in 

surveillance is reduced latency. By processing video data 

locally on edge devices, the time between data capture and 

analysis is minimized. This low latency is critical for real-time 

threat detection and rapid response in security applications. 

Low latency in the context of Edge AI refers to the shortest 

possible delay in data processing and generating AI-driven 

insights directly on edge devices, such as cameras or IoT 

devices, without relying on distant cloud servers for analysis. 

The processing of data in real-time or nearly real-time at the 

edge enables quick response to events and anomalies. In 

applications like autonomous vehicles, industrial automation, 

and surveillance, where split-second decisions can have an 

impact on safety, security, and operational efficiency, low 

latency in Edge AI is especially important. Edge AI ensures 

that crucial actions can be taken quickly and increases the 

overall effectiveness of AI-powered systems while reducing 

reliance on external networks and cloud resources by speeding 

up local data analysis. 

Bandwidth Efficiency: The ability of AI to efficiently use 

bandwidth by minimizing the amount of data that needs to be 

transmitted across networks optimizes data usage. AI 

algorithms, especially those used at the network's edge, can 

locally preprocess data, removing only relevant insights or 

anomalies. This reduces the strain on network infrastructure, 

conserves bandwidth, and brings down the price of data 

transfer. AI-driven bandwidth efficiency improves user 

experience by reducing delays and congestion in applications 

like remote monitoring, IoT devices, and video streaming, 

where data transmission is essential. It also contributes to 

more sustainable and economical data management, making it 

an invaluable asset in our increasingly connected world. 

Privacy and Security: Edge AI involves processing sensitive 

data directly on edge devices, so privacy and security are top 

priorities. This decentralized strategy improves data privacy 

and security by minimizing data exposure during transmission 

and lowering vulnerability to cyberattacks. Edge AI systems 

make it easier to comply with data privacy laws and can 

incorporate strong encryption, authentication, and real-time 

threat detection mechanisms. To reduce vulnerabilities and 

guarantee long-term security, edge devices must maintain 

regular updates and patch management. Edge AI ultimately 

strikes a balance between data-driven insights and protecting 

personal information while bolstering security measures for a 

variety of applications, from autonomous vehicles to IoT 

devices and beyond. 

Scalability: The ability to effectively grow and modify edge 

computing environments in order to meet changing AI 

requirements and growing data volumes is referred to as 

scalability in edge AI. Edge AI systems should be flexible, 

allowing for the simple integration of additional edge devices 

and the flexibility to change processing power as necessary. 

For applications like smart cities, industrial automation, and 

IoT, where the number of edge devices can rise quickly, this 

scalability is essential. Organizations can harness the power of 

distributed computing and artificial intelligence while 

maintaining responsiveness and efficiency in dynamic and 

evolving edge environments by ensuring that Edge AI 

solutions can scale seamlessly. 

Reliability: Any system or technology must be reliable in 

order to ensure consistent performance and uptime under a 

variety of circumstances. Since Edge AI involves 

implementing artificial intelligence algorithms on edge 

devices like IoT sensors or autonomous systems, reliability is 

essential. It is crucial that these devices function continuously 

because they frequently operate in isolated or challenging 

environments. A dependable Edge AI system can continue to 

carry out its tasks without jeopardizing security or 

effectiveness despite hardware malfunctions, network outages, 

and power outages. Reliability ensures that crucial decisions 

and operations relying on AI continue without interruption, 

whether in autonomous vehicles, industrial automation, or 

healthcare, ultimately enhancing the overall credibility and 

efficacy of edge-based AI applications. 

 

Fig 3: DNN in video analytics 

Proposed method: 

In Edge AI for Real-Time Video Analytics in Surveillance 

Systems, Deep Learning models play a key role in enabling 

the extraction of valuable insights from video streams at the 

edge. In order to accurately identify objects and people of 

interest in real-time, Convolution Neural Networks (CNNs) 

are essential for object detection, facial recognition, and scene 

analysis.fig 3 explains DNN in video analytics. Recurrent 

neural networks (RNNs) are crucial for behavior recognition 

and anomaly detection because they are excellent at tracking 

and analyzing temporal patterns. Comprehensive video 

analysis is made possible by hybrid models that incorporate 

CNN and RNN components, while 3D Convolutional 

Networks and Two-Stream Networks improve the 

spatiotemporal comprehension of video data. These deep 

learning models give surveillance systems the autonomy they 
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need to operate at the edge while providing quick, context-

sensitive insights that are essential for boosting security and 

operational effectiveness. 

2.2 Deep Learning Models: 

Deep learning models are a fundamental component of Edge 

AI in surveillance. These models are responsible for tasks like 

object detection, facial recognition, and behavior analysis. 

Some common models include: 

Convolution Neural Networks (CNNs):  

Convolution neural networks (CNNs) are heavily utilized by 

Edge AI for real-time video analytics in security systems. 

These deep learning models excel at extracting complex 

features from video frames to accurately detect, track, and 

recognize objects, like faces and license plates. Due to their 

capacity to process data in parallel, which is frequently 

accelerated by specialized hardware, they are crucial for quick 

event detection and response. Using CNNs at the edge lessens 

reliance on the cloud while enhancing privacy and bandwidth 

efficiency. Fig 4 explains convolution layer in video frame 

surveillance Continuous improvements in real-time video 

analytics, made possible by improvements in CNN 

architectures, hardware acceleration, and edge computing 

capabilities, increase the efficacy of surveillance systems. One 

category of deep learning models that is particularly effective 

for image and video analysis is convolution neural networks. 

They include convolution layers, pooling layers, and fully 

connected layers, among others. In surveillance systems, 

CNNs are commonly used for tasks such as object detection, 

facial recognition, and scene classification. Here's a 

breakdown of key elements: 

• Convolution Layers: These layers apply convolution 

operations to the input image, using small filters or 

kernels to detect features like edges, corners, and 

textures. Convolutional layers learn to recognize low-

level visual patterns. 

• Pooling Layers: Pooling layers down sample the 

spatial dimensions of feature maps, reducing 

computational complexity while retaining important 

information. Max-pooling and average-pooling are 

common pooling techniques. 

• Fully Connected Layers: In the final layers of a 

CNN, fully connected layers process the high-level 

features extracted by earlier layers and make 

predictions based on them. For instance, in facial 

recognition, these layers might determine whether a 

detected face matches a known individual. 

• Architectures: Various CNN architectures have been 

developed for specific tasks. For instance, YOLO 

(You Only Look Once) and SSD (Single Shot Multi 

Box Detector) are designed for real-time object 

detection. VGG Net and Res Net are popular choices 

for image classification, and Siamese networks are 

used for one-shot learning tasks. 

 

Fig 4:Convolution layer in video Surveillance 

Recurrent neural networks are useful in surveillance 

systems for analyzing patterns over time because 

they are built to handle sequential data. RNNs can be 

used in video analytics for tasks like object tracking 

and spotting unusual behaviors. RNNs' essential 

elements include: 

Recurrent Layers: These layers keep track of 

previous time steps in a sequence in a hidden state. 

RNNs can now simulate the temporal dependencies 

in data.  

LSTM (Long Short-Term Memory) and GRU (Gated 

Recurrent Unit): The vanishing gradient issue is 

solved by the specialized RNN architectures LSTM 

and GRU, which enable RNNs to detect distant 

dependencies in sequences. 

RNN variants that process sequences both forward 

and backward are known as bidirectional RNNs, and 

they enhance the modeling of context in surveillance 

tasks. 

Applications include identifying particular actions or 

behaviors in video streams, tracking the movement of 

objects or people across frames, and anomaly 

detection based on temporal patterns. 

Recurrent Neural Networks (RNNs): By offering 

temporal context and sequence analysis capabilities, 

recurrent neural networks (RNNs) play a crucial role 

in Edge AI for real-time video analytics in 

surveillance systems. RNNs can model dynamic 

patterns over time, making them useful for tasks like 

video-based anomaly detection, behavior recognition, 

and tracking in surveillance, whereas CNNs excel at 

static frame analysis. RNNs improve the contextual 

understanding of events by processing sequential data 
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efficiently on edge devices, enabling the detection of 

complex scenarios and shady activities. In real-time 

video analytics at the edge, the combination of CNNs 

for frame-level analysis and RNNs for temporal 

modeling enables surveillance systems to not only 

recognize objects and people but also to interpret 

their interactions and behavior. Fig 5 explains deep 

learning in edge system. These layers keep track of 

previous time steps in a sequence in a hidden state. 

RNNs can now simulate the temporal dependencies 

in data. LSTM (Long Short-Term Memory) and GRU 

(Gated Recurrent Unit): The vanishing gradient issue 

is solved by the specialized RNN architectures 

LSTM and GRU, which enable RNNs to detect 

distant dependencies in sequences. RNN variants that 

process sequences both forward and backward are 

known as bidirectional RNNs, and they enhance the 

modeling of context in surveillance tasks. 

Applications include locating specific actions or 

behaviors in video streams, following objects or 

people as they move between frames, and detecting 

anomalies based on temporal patterns. Edge AI is a 

subset of artificial intelligence (AI) that works close 

to where data is produced, at the network's edge. In 

contrast, cloud-based computations are used in 

traditional AI. Real-time video analytics are being 

performed in surveillance systems using edge AI. 

This can be applied to enhance traffic management, 

identify suspicious activity, and take appropriate 

action.  

Edge AI is a cutting-edge innovation that has the 

potential to transform security systems. 

Anomaly detection, facial recognition, object 

tracking, and other edge AI techniques are employed 

in surveillance systems. Deep learning models for 

image analysis like Convolution Neural Networks 

(CNNs) are frequently used to implement these 

techniques. 

Real-time video analytics are carried out by 

surveillance systems using edge AI, a type of 

artificial intelligence. With the aid of this technology, 

traffic can be managed and necessary action taken 

after spotting suspicious activity. The lack of 

computational power on edge devices, the 

requirement to optimize models for efficient 

inference, and the maintenance of system 

dependability under various environmental factors 

are all difficulties. It is important to carefully weigh 

the trade-offs between local processing and cloud-

based analysis. Edge AI architectures include 

lightweight models for edge deployment, optimized 

software frameworks, and hardware accelerators like 

GPUs and TPUs to accelerate AI inference. In spite 

of these difficulties, edge AI has the power to 

transform security systems by improving traffic 

management, spotting suspicious activity, and taking 

the appropriate action. 

 

Fig 5: Deep learning in edge system 

Deep neural networks (DNNs) are a subclass of 

machine learning algorithms that can be applied to a 

range of tasks, such as object detection, natural 

language processing, and image classification. DNNs 

can learn to recognize patterns in the data that are 

hidden to humans by being trained on large datasets 

of labeled data. 

Artificial intelligence (AI) known as "edge AI" is 

used on edge devices like cameras, sensors, and 

gateways. Real-time data processing is made possible 

by edge AI, which is crucial for many applications, 

including video analytics in security systems. 

III. Performance metrics: 

Convolution layer performance metrics are essential for 

evaluating how well these layers perform at analyzing and 

processing video data in a video surveillance system. 

Accuracy, which gauges the proportion of correctly classified 

objects or events, speed, which assesses the computational 

effectiveness of the convolution operations, and detection rate, 

which measures the system's aptitude to recognize pertinent 

objects or events within the video stream, are some of the 

frequently used metrics. table 1 shows performance metrics 

value of CNN.  Furthermore, important metrics for assessing 

the trade-off between false positives and false negatives 

include precision and recall. The F1-score can offer a balance 

between recall and precision. Furthermore, latency, which 

measures the time required to process each frame and ensures 

prompt responses to potential security incidents, becomes a 

crucial metric in real-time surveillance applications. 
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Table 1: Results of video surveillance using CNNs 

Videos  

Accuracy 

(%) 

True 

positive    

 True 

Negative 

Video 1 92.3   245 198  

Video  2 89.8 987 145   

Video  3 93.6 564 296  

IV. Result and discussion: 

In a video surveillance system, performance metrics such as 

True Positive (TP) and True Negative (TN) are often used to 

assess the accuracy of object detection and recognition tasks 

performed by convolutional neural networks (CNNs) or 

similar models. These metrics are typically used in the context 

of binary classification problems, where the goal is to 

distinguish between two classes, such as "object present" and 

"object absent" in the context of surveillance. Here's how you 

can interpret these metrics and their values in a performance 

metrics table: 

1. True Positive (TP): This metric represents the 

number of objects correctly detected as being present 

in the video frames. In the context of surveillance, 

this would mean instances where the system correctly 

identifies and reports the presence of an object of 

interest (e.g., a person or a vehicle). 

2. True Negative (TN): This metric represents the 

number of instances where the system correctly 

identifies the absence of the object of interest. In 

surveillance, this would be situations where the 

system correctly recognizes that there is no object of 

interest in the frame. 

 

Fig 5: Videos true  Positive value  in percentage 

 

Fig 6: Performance metrics of CNN in video surveillance 

system 

V. Challenges and Considerations: 

Both opportunities and challenges are presented by the use of 

Edge AI for real-time video analytics in surveillance systems. 

The processing of sensitive visual data on-device raises 

privacy issues that must be addressed as well as the need for 

powerful edge computing hardware to handle high-resolution 

video streams in real-time. It can be difficult to scale and 

maintain distributed edge devices across a surveillance 

network. The benefits of local video analysis, on the other 

hand, lie in the opportunities for improved security and 

decreased latency, which reduce the need for data 

transmission to the cloud. Edge AI offers a complete security 

solution by enabling customization to particular surveillance 

tasks and allowing for seamless integration with other sensors. 

Furthermore, real-time video analytics in surveillance systems 

have the potential to be fully realized thanks to ongoing 

hardware and machine learning advancements that promise to 

solve current problems. 

VI. Future Trends and Research Directions: 

Research in Edge AI for surveillance continues to evolve. 

Future trends may include federated learning for collaborative 

analysis, integration with 5G networks for enhanced data 

transfer, and improved power-efficient hardware for edge 

devices. Additionally, research efforts will focus on 

addressing privacy concerns and ensuring robustness against 

adversarial attacks. Edge AI in surveillance systems offers a 

powerful solution to the growing demands of real-time video 

analytics, enhancing security, reducing latency, and ensuring 

data privacy. As technology advances, it is poised to play an 

increasingly central role in modern security infrastructure. 
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