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Abstract— 

Intelligent transport systems (ITS) have revolutionized the transportation industry by integrating cutting-edge technologies to enhance road 

safety, reduce traffic congestion and optimize the transportation network. Scene understanding is a critical component of ITS that enables real-

time decision-making by interpreting the environment's contextual information. However, achieving accurate scene understanding requires vast 

amounts of labeled data, which can be costly and time-consuming. It is quite challenging to Understand traffic scene captured from vehicle 

mounted cameras. In recent times, the combination of road scene-graph representations and graph learning techniques has demonstrated 

superior performance compared to cutting-edge deep learning methods across various tasks such as action classification, risk assessment, and 

collision prediction. It's a grueling problem due to large variations under different illumination conditions. Transfer learning is a promising 

approach to address this challenge. Transfer learning involves leveraging pre-trained deep learning models on large-scale datasets to develop 

efficient models for new tasks with limited data. In the context of ITS, transfer learning can enable accurate scene understanding with less data 

by reusing learned features from other domains. 

This paper presents a comprehensive overview of the application of transfer learning for scene understanding in cross domain. It highlights the 

benefits of transfer learning for ITS and presents various transfer learning techniques used for scene understanding. This survey paper provides 

systematic review on cross domain outdoor scene understanding and transfer learning approaches from different perspective, presents 

information on current state of art and significant methods in choosing the right transfer learning model for specific scene understanding 

applications. 
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I. INTRODUCTION  

Scene Understanding is an essential requirement for various 

visual tasks, and it has received significant attention in the field 

of computer vision. Nonetheless, the task of aligning images 

captured in different environments, such as scenes under diverse 

weather or seasonal conditions, continues to pose a considerable 

challenge. Despite the notable progress made in learning-based 

semantic segmentation[1], specifically in accurately parsing road 

scenes in well-illuminated settings, effectively training a reliable 

model for segmenting road scenes under varying weather 

conditions remains extremely difficult, particularly when there is 

a lack of semantic labels in the training samples This is quite 

challenging especially under different environments like the 

outdoor scenes[3]. It may require Scaling up in CNN to achieve 

The New approaches focuses on enhancing the accuracy of deep 

convolutional neural networks (CNNs) by leveraging efficient 

neural network architectures[5]. This involves fine-tuning these 

networks to create a novel application specifically designed for 

recognizing objects and scenes in outdoor environments. The 

primary objective of this application is to excel in accurately 

identifying and understanding outdoor settings. Artificial 

intelligence and the computer vision community face a complex 

challenge in understanding and recognizing visual scenes. This 

problem involves two primary inputs such as images and 

videos[7]. Applications utilizing computer vision and AI agents 

have the potential to cover a wide range of areas, including 

autonomous robot navigation, autonomous vehicle navigation 

and image retrieval. Recent advancements in deep learning, 

specifically deep convolutional neural networks, coupled with 

the availability of extensive annotated datasets, have sparked a 

significant interest in addressing this problem. Image recognition 

and classification serve as fundamental tasks in understanding 

the content of images and visual data. Outdoor environments 
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present visually dynamic scenes with complex backgrounds, 

exhibiting both intra-class and inter-class variations[7]. In such 

settings, the utilization of artificial intelligence-based automated 

systems becomes crucial for solving complex computer vision 

problems. Automated systems play a vital role in enabling the 

successful and secure accomplishment of diverse tasks. They are 

particularly instrumental in addressing the challenge of scene 

recognition, which involves predicting the category of a scene 

based on an input image. This paper provides a comprehensive 

review of various scene recognition[8] applications that rely on 

deep convolutional neural networks. and transfer learning. 

Since the 1970s, Intelligent Transportation Systems (ITS) have 

been continuously evolving and are considered the future 

direction of transportation systems. ITS integrates advanced 

technologies, including electronic sensor technologies, data 

transmission technologies, and intelligent control technologies, 

into the transportation infrastructure [34]. The primary goal of 

ITS is to enhance the services provided to drivers and passengers 

in transportation systems. In ITS, data can be collected from 

various sensors, smart cards, GPS. Effectively analysing and 

leveraging this seemingly disorganized data through accurate and 

efficient data analytics can significantly improve the quality of 

ITS services. As ITS continues to develop, the volume of data 

generated in the system has increased to the Petabytes of data. 

Traditional data processing systems proves to be inadequate to 

meet the demands of data analytics due to their inability to 

anticipate the rapid growth in data volume and complexity. This 

paper presents a comparative overview of the application of 

transfer learning[9] for scene understanding in cross domain. It 

highlights the benefits of transfer learning for ITS and presents 

various transfer learning techniques used for scene 

understanding. The paper also discusses the challenges and 

limitations of transfer learning for ITS and proposes potential 

solutions to overcome them. This survey paper provides 

systematic review on cross domain outdoor scene understanding 

and transfer learning approaches from different perspective, 

presents information on current state of art and significance of 

choosing the right transfer learning model for various scene 

understanding applications[10]. 

 

Figure1: Different weather condition Images of the traffic 

Scene[33]. 

II. BACKGROUND 

An essential drawback of present machine learning techniques is 

their incapability to effectively leverage acquired knowledge 

from one task to aid in the learning process of a new task. 

Transfer learning is principally an enhancement in the feature 

learned in a new task through the knowledge transfer from a 

affiliated task that has formerly been learned. While utmost 

machine learning algorithms are designed in such way that   

single tasks is addressed, the development of algorithms that 

grease transfer literacy is ongoing topic of  interest in the machine 

learning. Humans exhibit remarkable abilities in learning from 

limited examples and adapting to new situations by leveraging 

analogies[11]. To tackle this challenge, transfer learning has 

emerged as a field of study, aiming to understand the 

mechanisms of knowledge and data reuse between a source and 

target domain. Novel methods and algorithms in transfer learning 

focus on knowledge extraction[2], analogy formation, and 

human reasoning[12]. Experimental evaluations of transfer 

learning approaches involve the utilization of benchmark 

datasets as well as real-world scenarios encompassing both 

source and target domains.  

Convolutional neural networks (CNNs) have demonstrated 

remarkable achievements in various challenging computer vision 

tasks, including image classification[13], object detection, and 

semantic segmentation. However, it is important to note that 

most studies and approaches in outdoor scene understanding 

primarily focus on images captured during daytime and under 

favourable conditions, characterized by adequate 

illumination[14] and distinct boundaries between objects. 

Conversely, there is a noticeable lack of exploration and research 

in handling images acquired under unfavourable conditions, such 

as nighttime[7] or foggy days, particularly in applications like 

scene parsing. 

Cross-domain outdoor scene understanding refers to the task of 

recognizing and understanding scenes in outdoor environments 

across different domains, such as different weather conditions, 

lighting, or camera viewpoints. Transfer learning is a technique 

that allows models trained on one domain to be adapted to 

another domain. There have been several studies on cross-

domain outdoor scene understanding using transfer learning, 

with various approaches such as deep neural networks, domain 

adaptation, and feature transfer[15]. These techniques improving 

the performance of outdoor scene recognition and understanding 

across different domains. Some challenges in this area include 

the lack of large-scale and diverse datasets for training and 

evaluation, as well as the need for efficient and effective transfer 

learning methods that can generalize well to unseen domains. 

Outdoor scene understanding is important technology that 

involves the development of algorithms and models for analysing 

and interpreting various elements in outdoor scenes, such as 

objects, surfaces, and their relationships. There are many 
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approaches to outdoor scene understanding, including traditional 

computer vision techniques, deep learning models, and hybrid 

approaches[16] that combine both. A comparative analysis of 

outdoor scene understanding would involve comparing the 

strengths and weaknesses of different approaches to this 

problem. Some factors to consider might include the accuracy of 

different algorithms in recognizing objects and their 

relationships, the computational efficiency of different 

techniques, the availability and quality of training data for 

different models, and the scalability of different methods to 

larger and more complex scenes. Overall, deep learning 

approaches have shown great promise in outdoor scene 

understanding, especially for tasks like object detection and 

segmentation[17]. However, traditional computer vision 

techniques can still be effective in certain scenarios, such as 

when the goal is to extract specific geometric features from a 

scene. Hybrid approaches that combine both deep learning and 

traditional techniques may be the most effective for achieving 

both accuracy and efficiency in outdoor scene understanding. 

A. Challenges 

Self-driving vehicles must respond quickly to their surroundings, 

but in the real world, they may encounter new and complex 

situations that can put the vehicle in difficult positions. This 

uncertainty increases the risk of incorrect decisions, potentially 

endangering passengers and others nearby. Therefore, the model 

used by self-driving cars [19]must be dynamic, capable of 

making real-time decisions while also being aware of its own 

confidence level, learning from new situations, and updating its 

parameters accordingly. However, the decision-making process 

for self-driving cars is often done using black-box neural models, 

which raises questions about how to explain and justify the car's 

actions. Additionally, accurately perceiving pedestrians and 

vehicles and understanding complex driving scenes[20] in 

adverse weather conditions remain significant challenges for 

autonomous vehicles., which is critical to ensure the safe 

operation of self-driving cars in urban areas. 

This survey focuses on three primary research questions. Firstly, 

it investigates whether the existing datasets are capable of 

generalizing to scene understanding in complex  cross 

environments[21][22]. Secondly, it examines the ability of 

current methods to effectively segment visual scenes with 

uncertain elements like fog and rain, as well as unstructured 

elements such as rough roads and non-smooth pathways for 

pedestrians. Finally, the survey evaluates whether the current 

methods have the potential to learn attentively from ongoing 

scenes and incorporate event-based scene understanding[23]. 

The research outcomes of this survey shed light on the strengths 

and weaknesses of existing methods and datasets for scene 

understanding in complex visual environments. 

B. Contributions 

This survey presents a noteworthy contribution to the Intelligent 

Transportation Systems (ITS) community as it thoroughly 

assesses the most recent advancements in scene understanding 

through diverse techniques. The survey offers the following key 

contributions: 

1. A comprehensive introduction to scene understanding, 

which outlines the general pipeline and provides a 

detailed explanation of each step. This serves as a useful 

resource for newcomers to the field who need to acquire 

prior knowledge in all aspects of  scene understanding 

for Autonomous Driving. 

2. This survey provides an extensive examination and 

critical analysis of the prominent research papers and 

datasets that have emerged in the field of scene 

understanding during the last decade. 

3. This study conducts a comprehensive performance 

analysis of the current state-of-the-art methods, taking 

into account their computational resource requirements 

and the platforms on which they are developed. The 

findings of this study hold particular significance for 

industrialists aiming to implement more effective scene 

understanding strategies. Some contributions also 

provide open-source implementations, which are 

leveraged in this review by executing, analysing, and 

comparing the resources consumed by each method. 

4. Presents a logically derived set of future research 

guidelines based on the analyzed literature. These 

guidelines effectively identify open problems, 

challenges, and research opportunities within the 

domain of scene understanding. 

III. SCENE UNDERSTANDING 

Scene understanding involves inferring higher-level information 

from a scene, such as the relationships between objects and the 

activities that are taking place. This can be done using deep 

learning models, such as graph convolutional networks and 

spatio-temporal transformers[24]. Scene understanding in cross-

weather traffic refers to the ability of an intelligent system, such 

as an autonomous vehicle or a traffic management system, to 

comprehend and make sense of the surrounding environment 

during varying weather conditions, particularly in the context of 

traffic scenarios. Cross-weather traffic presents unique 

challenges for scene understanding due to the impact of weather 

conditions on visibility, road surface conditions[26], and the 

behaviour of other road users. To achieve scene understanding in 

such scenarios, multiple sensing modalities and advanced 

algorithms are employed. Here are some key components of 

scene understanding in cross-weather traffic: Sensor Fusion: 

Multiple sensors, such as cameras, lidar, radar, and thermal 
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sensors, are used to gather information about the 

environment[25]. Sensor fusion techniques integrate data from 

these sensors to obtain a more comprehensive and accurate 

understanding of the scene. Advanced computer vision and 

machine learning algorithms are employed to process the sensor 

data and extract relevant information. These algorithms can 

detect and classify objects such as vehicles, pedestrians, cyclists, 

and road infrastructure, even in challenging weather conditions 

like rain, snow, fog, or low light[27]. Weather conditions are 

modelled and taken into account to adapt the perception 

algorithms accordingly. For instance, algorithms may adjust their 

parameters to account for reduced visibility or changes in the 

appearance of objects due to rain or fog. Object Tracking and 

Prediction: Once objects are detected, they need to be tracked 

over time to understand their motion patterns and intentions. 

Predictive algorithms[28] can estimate the future trajectories of 

objects to anticipate their behaviour and make appropriate 

driving decisions. Semantic Understanding: Scene understanding 

involves not only detecting and tracking objects but also 

interpreting the semantic meaning of the scene. This includes 

understanding traffic signs, road markings, traffic rules, and the 

intent of other road users, which can be challenging in adverse 

weather conditions. Based on the understanding of the scene, 

decision-making algorithms can generate plans and trajectories 

for the autonomous vehicle to navigate safely through the cross-

weather traffic. These algorithms consider factors such as road 

conditions, traffic flow, and potential hazards. understanding 

systems often incorporate machine learning techniques to 

continuously learn and adapt to changing weather conditions and 

improve their performance over time. They can leverage large 

datasets to train models that generalize well to different weather 

scenarios. Researchers have proposed various approaches to 

tackle this problem, including feature adaptation, model 

adaptation, and domain adaptation. The existing literature 

suggests that transfer learning can effectively improve the 

performance of outdoor scene understanding across different 

domains, such as day to night, weather changes, and seasonal 

changes.  However, there are still challenges that need to be 

addressed, such as the selection of appropriate source and target 

domains, the design of effective adaptation strategies[29], and 

the evaluation of the robustness of the learned models. Some of 

the popular datasets used in this context include SUN, Place365, 

and ADE20K.  

the effectiveness of the proposed framework will be verified by 

extensive experiments carried out using suitable data. 

Cross weather conditions in traffic scene understanding refers to 

the ability of computer vision systems to recognize and classify 

traffic scenes under different weather conditions. This is a 

challenging task because weather conditions such as rain, 

fog, snow, and sun glare can significantly affect the appearance 

of traffic scenes, making it difficult for computer 

 

Figure2: The overall literature cross weather scene understanding 

methods.       

 

vision systems to accurately identify objects and understand the 

overall scene. 

To address this challenge, various techniques and models for 

cross-weather traffic scene understanding, have developed 

including: 

1. Image enhancement: This involves improving the 

quality of images captured in adverse weather 

conditions by enhancing contrast, brightness, and 

colour saturation. Image enhancement techniques can 

help to reduce the impact of weather conditions on 

image quality and improve the accuracy of object 

detection and recognition. 

2. Data augmentation: This involves artificially generating 

additional training data by modifying existing images to 

simulate different weather conditions. Data 

augmentation techniques[30] can help to improve the 

robustness of computer vision systems to variations in 

weather conditions. 

3. Transfer learning: This involves using pretrained 

models trained on large datasets in other domains or 

weather conditions as a starting point for training new 

models on traffic scenes under different weather 

conditions. Transfer learning can help to reduce the 

amount of labeled data required for training and 

improve the generalization ability of computer vision 

systems. 

4. Fusion of modalities: This involves combining 

information from multiple sensors, such as cameras and 

LiDAR, to improve the accuracy of object detection and 

recognition under adverse weather conditions. For 

example, LiDAR can provide depth information that 

can help to distinguish objects from background clutter 

in foggy conditions[4]. 
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IV. TRANSFER LEARNING 

 In the era of hyperconnected Deep Learning, classifiers are now 

consuming labels and labeled data at unprecedented rates. 

Although computational power is no longer a concern in model 

training, the production of high-quality labeled data still requires 

significant time, cost, and human effort. Therefore, the scalability 

of DL becomes essential in numerous complex domains[14]. 

Machine learning and data mining methods have found extensive 

utilization in diverse real-world applications. Traditional 

machine learning approaches typically assume that training and 

testing data are sourced from the same domain This suggests that 

the input feature space and the distribution characteristics of the   

data are equivalent. However, this assumption doesn't always 

hold in real-world machine learning scenarios. In some cases, 

collecting training data can be challenging or expensive. 

Therefore, there is a growing need to develop high-performance 

learning models that can be trained using easily and the transfer 

learning solution this   surveyed in this context are capable of 

handling big data scenarios without depending on the size of the 

data. Unlike traditional machine learning, which assumes that 

training and testing data share the same input feature space, 

transfer learning techniques can cope with differing input feature 

spaces and distribution characteristics. 

If there is a disparity in the distribution of data between the 

training and testing datasets, the performance of a predictive 

model can deteriorate. In certain scenarios, obtaining training 

data that matches the feature space[2] and predicted data 

distribution characteristics of the test data can be difficult and 

expensive. Hence, there is a requirement to build a high-

performance learning model for a target domain, which is trained 

using a related source domain. This is the underlying motivation 

for transfer learning. To address the scarcity of labeled data, 

researchers have utilized both Transfer Learning (TL) and Active 

Learning (AL) techniques [3]. TL involves leveraging pre-

trained models from different domains, while AL focuses on 

selecting the most informative subset of instances for labeling. 

Particularly in the case of streaming data [4], it may not always 

be feasible to have labels for every instance due to factors such 

as high cost, rapid influx of data, or unavailability of human 

experts. Additionally, streaming data presents challenges like 

short data lifespan, inapplicability of batch methods, and issues 

related to concept and feature drift, as well as model switching, 

which can hinder the effectiveness of training. Deep networks are 

known for their ability to learn transferable features[21]. 

However, recent discoveries indicate that deep features must 

eventually transition from being general to specific as they 

propagate through the network. As a result, the transferability of 

features significantly decreases in higher layers, particularly 

when there is a growing discrepancy between the domains [5]. In 

simpler terms, the features in the deeper layers of a deep network 

heavily rely on domain-specific information.  

 

Earlier Model Similar to Transfer Learning 

1. Semi-Supervised Learning 

Transfer learning aims to maximize the utilization of unlabeled 

data in the target task or domain. It bears similarity to semi-

supervised learning, which operates within the conventional 

machine learning framework but assumes a limited number of 

labeled samples for training. Specifically, semi-supervised 

domain adaptation[6] can be seen as a form of semi-supervised 

learning in the presence of domain shift. Notably, various lessons 

and insights acquired from semi-supervised learning are equally 

relevant and applicable to the field of transfer learning. 
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TABLE 1. COMPREHENSIVE ANALYSIS OF EXISTING LITERATURE ON CROSS DOMAIN SCENE UNDERSTANDING 

2. Multi-Task Learning 

In transfer learning, our main objective is to achieve high 

performance specifically on the target task or domain. 

Conversely, multi-task learning aims to excel across all available 

tasks. By leveraging knowledge gained from learning related 

tasks, we can enhance performance on the target task. The 

primary distinction between transfer learning and multi-task 

learning lies in the assumption of labeled data for each task. 

Multi-task learning[18] typically assumes the availability of 

labeled data for each task, whereas transfer learning does not 

always rely on such labeled data. Additionally, in multi-task 

learning, models are commonly trained jointly on both the source 

and target task data, which may not be the case for all transfer 

learning scenarios. Nevertheless, even in the absence of target 

data during training, insights obtained from multi-task learning 

remain valuable for transfer learning. The lessons learned from 

analysing tasks advantageous for multi-task learning can still 

guide decision-making in transfer learning. 

 

Figure3. Categorization of Transfer Learning based on data 

availability 

The transfer process can be briefly summarized with four main 

questions: (a) from where to transfer, (b) what to transfer, (d) how 

to transfer, and (c) when to transfer[7]. The transfer process starts 

with (i) a target task to be learnt in a target context, (ii) a set of 

solutions to the source tasks already learnt in the source contexts, 

and (iii) the transfer (similarity) connections which are decided 

based on the similarity or resemblance between the target and the 

source problems. Identification of these assignments answers the 

“where” question. Even though there are many studies 

addressing diverse issues in transfer learning, the “where” 

question is mostly left unanswered. This question mainly refers 

to the similarity notion which can be very subjective depending 

on the point of view as it is mentioned in the psychological 

perspective. Mostly the similarity connections have to be 

established between the target data and the source data or 

solutions (models). For instance, in order to decide if a motorbike 

detection problem is a suitable source for a bicycle detection 

problem, This setting is also known as “zero shot learning”[8] 

and the general forms of the meta-data are class labels and 

associated definitions or attributes which can be obtained by both 

supervised and unsupervised methods. Once the source 

problems, target problem and transfer connections are decided, 

the next step is to decide what to transfer, how, and when. The 

“what” term generally defines the type of information transferred 

from the source to the target which can be a solution (model 

parameters) or data (instances). “How” defines the nature of the 

transfer, if the transferred knowledge will be transformed or 

transferred as it is, and how it will be used while learning the new 

task. The question “when” asks in which situations transfer 

should be performed. This question is highly related to the 

concept of negative transfer. If source tasks are not too similar 

and/or there is already adequate amount of data for learning the 

target. The question of "When to transfer" explores the 

circumstances under which skill transfer should be pursued. 

Similarly, we seek to understand the situations in which 

knowledge transfer should be avoided. In certain scenarios where 

the source domain and target domain lack a meaningful 

relationship, attempting brute-force transfer may yield 

unsuccessful outcomes. In the worst-case scenario, such transfer 

attempts can even detrimentally impact the learning 

performance. 
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I. DATASETS 

Currently, numerous datasets are accessible for tasks involving 

scene understanding, including those focused on outdoor scenes 

traffic scene specifically, the segmentation literature extensively 

covers representative datasets designed for advanced driver 

assistant System (ADAS),  

The subsequent sections will delve into an in-depth analysis of 

these datasets, providing comprehensive statistics. can be found 

in Table II. 

A. KITTI 

KITTI [10] is a dataset for 3D visual tasks, specifically focusing 

on outdoor scenes. This dataset comprises stereo images that 

capture the surrounding road environment, accompanied by 

matching 3D laser scans. The collection of 3D image data is 

accomplished using a pair of high-resolution stereo camera, one 

grayscale and one color. It also incorporates the advanced The 

OXTS RT 3003 localization system integrates GPS, 

GLONASS, IMU, and RTK correction signals to achieve 

precise positioning. Additionally, a Velodyne HDL-64E laser 

scanner mounted on the vehicle generates real-time 3D points 

for the captured scene

 

TABLE 2. COMPREHENSIVE ANALYSIS OF EXISTING LITERATURE ON CROSS DOMAIN SCENE UNDERSTANDING WITH 

REFERENCE TO DATASETS AND ADAPTATION TECHNIQUE USED 

 

To ensure precise ground truth data, The stereo cameras in use 

are meticulously calibrated and synchronized with both the 

localization system and the laser scanner. Within the dataset, 

there are a grand total of 14,999 pairs of RGB stereo images, 

each with a resolution of 1240 × 376 pixels. This includes both 

the actual image and its corresponding ground truth. The dataset 

is split into two main portions: a training set containing 7,841 

samples and a test set comprising 7,518 samples. Within the 

training set, there are two distinct subsets a training subset with 

3,712 samples and a validation subset with 3,769 samples. The 

validation subset primarily serves the purpose of validation 

during the training process. 

B. CityScapes 

CityScapes [6] is an exceptional dataset designed for high-

quality pixel-level semantic segmentation, specifically tailored 

for understanding urban street scenes. It encompasses 

approximately 5,000 pixel-level annotated images captured 

across roughly 50 cities in Germany and neighboring countries. 

These images showcase intricate urban scenes, exhibiting 

diverse weather conditions, backgrounds, and scene layouts. 

The dataset stands out from previous benchmark datasets for 

street scene understanding due to its exceptional variety, 

substantial size, intricate scene complexity, and rich 

annotations. 

In order to facilitate the differentiation of semantic 

representations for individual objects in the captured images, 

meticulous annotation is performed using 30 different 

categories. In order to accommodate semantic segmentation 

tasks, the dataset is partitioned into four distinct subsets: 2,993 

images for training, 503 images for validation, 1,531 images for 

testing, and an auxiliary set comprising 20,021 images. The 

training, validation, and test image sets are paired with refined 

high-level annotations, whereas the auxiliary image set contains 

annotations of a comparatively less detailed or coarser nature. 

C. DCTL 

The cross-domain traffic scene dataset consists of traffic scene 

images collected from two separate road routes. The images 

from the first road route are extracted from five video sequences 

recorded by a testing vehicle. This subset contains a total of 

1,130 traffic scene images [2], encompassing 226 unique 
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locations. The road route includes traffic scenes from both urban 

and highway environments. The videos were recorded on the 

identical road route, but they encompassed a range of weather 

and lighting conditions. In each specific location, images were 

taken under five diverse conditions: "clear day," "nighttime," 

"snowy day," "rainy night," and "overcast day." Every image 

within this subgroup maintains a consistent resolution of 

856×270 pixels. The images from the second road route were 

sourced from two video sequences available on YouTube. This 

image dataset comprises a total of 698 traffic scene images taken 

from 349 distinct locations. In each of these locations, two 

distinct conditions were documented: ‘sunny day’ and ‘rainy  

day’. All images within this subset maintain a consistent 

resolution of 640×360 pixels. Furthermore, out of the entire 

dataset, which includes 1,130 images obtained from the first 

route and an additional 100 images from the second route, all 

have been meticulously annotated using the LabelMe tool. 

These annotations encompass 13 different object categories 

within these images. 

D. SYNTHIA 

The SYNTHIA[7] dataset provides a collection of 9,400 multi-

viewpoint photo-realistic frames generated from a virtual city. 

Each frame within the dataset is meticulously annotated at the 

pixel level, covering 13 different classes. The resolution of 

every frame is set at 1280×960 pixels. 

 

E. Berkely Deep Drive (BDD) 

The BDD dataset [17] is an extensive dataset designed for road 

scene understanding, encompassing diverse driving videos and 

GPS/IMU data. The dataset covers various tasks such as drive-

able area segmentation, road object detection, instance 

segmentation, and lane mark detection. It consists of hours of 

driving footage, showcasing visuals scenes across the different 

cities in the USA. The dataset captures scenes in different 

weather and lighting conditions. 

In addition to the video data, the dataset also provides GPS/IMU 

driving trajectories, recorded using GPS, IMU, gyroscope, and 

magnetometer sensors. These trajectories enable accurate 

location tracking. The dataset offers image-level annotations for 

a wide range of driving scene understanding tasks. Notable 

object detection annotations include traffic lights, traffic signs, 

buses, pedestrians, motorcycles, bicycles, trucks, and cars. The 

dataset captures the same scene across different domains, 

accounting for significant variations in appearance. To address 

this, transformations are learned using data from both domains. 

II. ADAPTATION TECHNOQUES USED 

A. Subspace-based domain adaptation 

Subspace-based domain adaptation involves the projection of 

both source and target data into a shared subspace to ensure 

maximum consistency between their distributions. This 

approach assumes the presence of abundant labeled data in the 

source domain, but limited data in the target domain. The 

objective is to leverage information from labeled data in the 

source domain to adapt to new data in the target domain. In the 

context of traffic scene understanding [2], we consider weather 

or illumination conditions as distinct domains, and our focus is 

on cross-domain learning. Our goal is to tackle the challenge of 

recognizing images of the same scene across different domains, 

accounting for significant variations in appearance. 

B. DASVM method 

The existing method can only handle scenarios where the 

features of the source and target domains are isomorphic. In the 

DASVM method [10], after initializing the discriminant 

function with source-domain samples for the target domain 

problem, it iteratively eliminates the source-domain samples and 

gradually adjusts the discriminant function to fit the target 

domain instances. Each iteration of DASVM requires a time 

equivalent to that of supervised SVM learning. 

On the other hand, the TKL method, a data-dependent spectral 

learning approach, focuses solely on adapting the edge 

distribution while disregarding the alignment of the conditional 

probability distribution. Therefore, further investigation into 

joint distribution adaptation based on spectral learning is 

necessary. 

specifically designed. STL [10] leverages the intra-affinitys of 

classes to iteratively transfer knowledge within the same class. 

Meanwhile, TNNAR [10] performs knowledge transfer for 

activity recognition by selecting multiple source domains and 

employing deep neural networks. In CDAR, the source and 

target domain data share the same dimensions, labels, and 

potentially the same data distribution. However, applying these 

methods to practical cross-domain traffic scene understanding 

applications may not be feasible due to the inherent differences 

in the scene characteristics. 

C. MDA-HS method 

The method trains individual SVM classifiers are generated 

using training data from individual source domains. The 

ultimate prediction for each target domain sample is determined 

by averaging the predictions made by all these classifiers. 

computational complexity of the method is primarily 

determined by the training of the SVM classifiers. In the MDA-

HS method[9], the problem involves samples from different 

source domain The source domain samples are characterized by 
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diverse feature types, whereas the target domain samples 

encompass all types of features. 

The DDA approach seamlessly conducts classifier adaptation, 

distribution alignment, and distinctive embedding. Various 

domains showcase unique feature representations. In contrast, 

the MFSAN technique employs multiple domain-invariant 

representations for training multiple domain-specific classifiers. 

It additionally aligns the results of these classifiers for the target 

samples. The training procedure encompasses refining 

convolutional and pooling layers and training classifier layers 

through backpropagation, a process that can be computationally 

demanding. 

CWAN stands as a deep learning framework explicitly tailored 

to tackle the complexity of multisource heterogeneous domain 

adaptation (MHDA). Its uniqueness lies in its ability not just to 

assess the significance of distinct source domains, but also to 

harness the conditional distribution existing between the source 

and target domains, thereby facilitating a potent transfer of 

knowledge. However, when dealing with a larger number of 

source domains, the model needs to solve additional learnable 

parameters, resulting in a complex optimization problem. 

 

 

Figure 4:   Various cross domain scene understanding architectures, adopted by mainstream research in baseline strategies 

D. Generative Adversial Network(GAN) 

During GAN training, the objective is to train a generator to 

deceive employ a discriminator as part of our research, with the 

primary goal of distinguishing between artificially generated 

samples and authentic ones. In our study, we predominantly 

utilize GAN [6] to investigate latent images existing within the 

latent image manifold within the desired domain. Our research 

is closely related to certain image-to-image translation 

techniques. For instance, the conditional GAN (cGAN) employs 

a conditional GAN framework to learn the transformation 

between input and output images at a "pixel-to-pixel" level. 

Meanwhile, CycleGAN introduces a learning method for 

translating an image from a source domain to a target domain 

without the need for paired examples. In current research, 

objective is to establish a dense correspondence. However, 

existing image-to-image translation methods fall short in 

generating an appropriate image for the purpose of image 

alignment. 

Recent studies have combined GANs with Auto-encoders are 

designed to segregate the encoding of images into distinct 

appearance and content codes. In the context of registration or 

alignment applications. It is essential to preserve the content for 

spatial information tracking while adjusting the appearance to 

align with the pixel intensity distribution. 

DeCAF 

To facilitate the widespread analysis of deep convolutional 

features, we have developed a Python framework that enables  

easy training of networks comprising various types of layers. 

Additionally, our framework allows efficient execution of pre-

trained networks without the constraint of requiring a GPU, 

which can sometimes impede the deployment of trained models 

[18].  
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, utilizing C implementation for computationally intensive 

portions of the code that are linked to Python. In terms of 

computational speed, our model can process approximately 40 

images per second on an 8-core standard machine when 

executing the CNN model in a mini-batch mode. 

E. SIFT FLOW 

SIFT Flow is a computer vision algorithm that combines the 

Scale-Invariant Feature Transform (SIFT) algorithm with 

optical flow techniques. It was proposed by Liu, Y., et al. in 

2008 as a method for aligning and matching images with 

significant appearance changes, such as differences in 

viewpoint, scale, and illumination. The SIFT Flow algorithm 

aims to establish dense correspondences between pixels in two 

images, enabling the alignment of image pairs with large 

geometric and photometric variations. The process involves two 

primary stages: SIFT Feature Extraction, wherein the SIFT 

algorithm is utilized to capture unique local features from both 

images. SIFT features are invariant to changes in scale, rotation, 

and  affine transformations, making them robust descriptors for 

matching. Flow Computation: Optical flow techniques are 

employed to estimate the dense correspondence field between 

the SIFT feature points in the two images. The computed flow 

field represents the pixel-level correspondences, allowing for 

the alignment and matching of the images. features are invariant 

to changes in scale, rotation, and affine transformations, making 

them robust descriptors for matching. Flow Computation: 

Optical flow techniques are employed to estimate the dense 

correspondence field between the SIFT feature points in the two 

images. The computed flow field represents the pixel-level 

correspondences, allowing for the alignment and matching of 

the images. 

VII. METHODOLOGIES AND TECHNIQUES USED 

A. Evaluation Metrics 

In our evaluation, we employ commonly used measures for 

scene understanding systems, namely the average pixel-wise 

recognition rates and per-class recognition rates [35]. These 

metrics serve as effective indicators of performance in assessing 

scene understanding capabilities. 

B. Scene Retrieval  

The objective of scene retrieval is to find a set of traffic scene 

images in an archived dataset that exhibit visual similarity to a 

given query image, denoted as I. This process involves 

calculating a similarity measure, denoted as m(I, Id), between 

the query image I and the images in the database, resulting in a 

set of top-N most similar images, denoted as R = {I1d, I2d, ..., 

Ind}[35]. In this context, our aim is to locate images from the 

same location when provided with an image from a particular 

scenario. However, as depicted in Figure 1, images from the 

same location can display significant variations in appearance 

due to factors such as illumination, rain, snow, and more. 

Therefore, it is crucial to employ a robust feature representation 

that can effectively compute the similarity measure.For this 

purpose, deep Convolutional Neural Network (CNN) features 

are utilized, which have been learned on a large and diverse 

dataset. These features serve as powerful descriptors that can be 

applied to various datasets. In this study, The image 

representations for all traffic scenes are derived from the final 

convolutional layer output of AlexNet [11], which was 

pretrained on the ILSVRC-2012 dataset. Consequently, when a 

test image from a particular scenario is introduced, the 

comparison between this test image and the database images 

takes place within the realm of deep features. 

C. Label Transfer  

The basic objective which is getting followed in many 

approaches is to transfer the labels from the retrieved similar 

images to the input image, necessitating the establishment of 

dense correspondences between them. Existing approaches such 

as SIFT flow, as demonstrated in [2] and [12], have shown the 

ability To create semantically significant correspondences, an 

approach involving the alignment of local SIFT representations 

is employed. An alternative tactic is, explored in [27], involves 

working with super pixels to alleviate the computational burden 

associated with pixel-level inferences in large-scale datasets. 

Once the similar images have been obtained  by utilizing the 

dense correspondences, it becomes possible to transfer the labels 

obtained from the similar images retrieved from the input image. 

VIII. CONCLUSIONS AND EXPECTED OUTCOMES 

This survey aims to provide consolidated and summarized 

analysis of scene understanding in autonomous vehicles by 

discussing the strengths and weaknesses of existing methods in 

different environments. Our main finding is that scene 

understanding in autonomous vehicles is still far from perfect, 

with various limitations present in current methods. We have 

provided a comprehensive review of these limitations and 

offered relevant suggestions and outlooks. 

The survey thoroughly examines foundational studies that 

center around deep learning models, their hierarchical 

structures, and the specific challenges associated with each 

model category. Moreover the survey delves into performance 

evaluation strategies that are suitable for segmentation models, 

explores special loss functions, and discusses widely adopted 

approaches in the field. datasets in the autonomous driving 

domain. Open challenges in scene understanding are 

highlighted, along with future research directions supported by 

recent literature references. It is evident that experts in the 

intelligent transportation systems (ITS) community are 

continuously striving to develop more effective scene 

understanding strategies using data. The current focus of 

mainstream research is primarily on improving model accuracy 
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by leveraging the capabilities of neural layers. However, it is 

essential to recognize that there are additional challenges that 

must be tackled to ensure the development of reliable, 

trustworthy, and safe autonomous driving systems. In order to 

improve scene understanding, there is an urgent requirement for 

robust models that integrate Levels of preference for segmented 

objects, the ability to handle coarse structural details, and the 

classification of potential risks. Capitalizing on these 

opportunities in a timely manner can propel research in 

Intelligent Transportation Systems (ITS) and take scene 

segmentation to new heights. Such advancements can facilitate 

the integration of autonomous vehicles into real-world 

environments, thereby promoting safer and more dependable 

travel services. 
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