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Abstract—Intrusion Detection Systems (IDS) are significant for preventing and identifying malicious actions in computer networks. 

Machine Learning (ML) approaches are extremely executed for recognizing intrusion since it is investigating huge volumes of network traffic 

data and recognize designs indicative of intrusions. But, the performance of these ML approaches is greatly dependent upon the choice of 

relevant features which efficiently represent the network traffic data. Feature Selection (FS) is the procedure of recognizing the most informative 

and discriminative aspects in a given database. As part of Intrusion Detection (ID) utilizing ML, FS purposes for identifying the subset of 

features that are efficiently differentiated between normal network behaviour and malicious activities. This article proposes a Binary Arithmetic 

Optimization Algorithm with Machine Learning based Intrusion Detection System (BAOA-MLIDS) technique. The BAOA-MLIDS technique 

employs FS with an optimal ML classifier for the ID process. To accomplish this, the BAOA-MLIDS technique performs data preprocessing to 

scale the input data. Besides, the BAOA-MLIDS technique comprises BAOA based FS approach to choose optimal features. Moreover, Extreme 

Learning Machine (ELM) approach is utilized for the identification of the intrusions. Furthermore, Hunger Games Search Optimization (HGSO) 

approach was employed for the hyperparameter optimization of the ELM approach. The performance assessment of the BAOA-MLIDS model 

was examined on a standard dataset and the outputs outperformed the advancement of the BAOA-MLIDS model in the ID process. 

Keywords- Network security; Parameter tuning; Intrusion detection system; Feature selection; Machine learning. 

 

I.  INTRODUCTION 

The network safety system has become a serious worldwide 

problem which can affect governments, enterprises, and 

individuals. The attacks rate against network systems has 

increased significantly and the attackers are continuing their 

strategies, which are used for development. ID is one solution 

to the problems against these outbreaks [1]. The IDS is efficient 

for identifying potential cyber-attacks. It applies the techniques 

for the classification and detection of the attacks [2]. There are 

two classes of IDS, such as (i) Anomaly (ii) Signature based 

IDS, represented as Anom-IDS and Sig-IDS. The sig-IDS 

method is detected outbreaks dependent upon formerly 

identified sequences, patterns, or a group of principles 

determined for the attack [3]. In the meantime, the Anom-IDS 

method can identify something changed than normal traffic, for 

instance, anomalies. The development of Anom-IDS over Sig-

IDS; could be able to identify new attacks in the network 

system. Furthermore, due to the data source, Host and Network 

based IDS, represented as HIDS and NIDS, are two categories 

of IDS [4]. The algorithm of HIDS can identify the attacks 

across the system by analyzing the data from audits on apps or 

database logs, firewall logs, and the operating system [5]. The 

method of NIDS can identify outside attacks before it arrives in 

the computer networks. NIDS is monitoring the traffic data 

extracted from various network data sources in the network for 

detecting some threats. A general and effectual technique to 

design the IDS is ML. 

IDS researchers have used different approaches for ID [6]. 

One of these methods is based on ML. This technique can 

detect and predict threats before they outcome in the main 

security cases [7]. Classification of instances into 2 categories 

is known as binary classification. On the other way, multiple-

class classification is referred to categorizing samples into 

more than three categories. ANN is a self-adaptable 

computational and mathematical process which is made with a 

connected group of Artificial Neurons [8]. There are many 

kinds ANNs namely Auto-Encoder Neural Networks (AENNs), 

Deep Convolution Neural Networks (DCNNs), and Recurrent 

Neural Networks (RNNs), which occur with their degree of 

complexity and individual specific applications. In ML 

difficulties, the higher dimension features lead to extend 

classification process. While lower dimensional features can 

decrease the classification process [9]. Besides, the 

classification of network traffic data with unbalanced class 

allocations takes modelled as an important disadvantage on the 

performance achievable by most famous classifiers that accept 

comparatively balanced class allocations and equal mis-

classification expenses [10]. The regular incidence and 
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problems related to unbalanced class allocations specify the 

requirement for additional research works. 

This article proposes a Binary Arithmetic Optimization 

Algorithm with Machine Learning based Intrusion Detection 

System (BAOA-MLIDS) technique. The BAOA-MLIDS 

technique employs FS with an optimal ML classifier for the ID 

process. To accomplish this, the BAOA-MLIDS technique 

performs data preprocessing to scale the input data. Besides, 

the BAOA-MLIDS technique comprises BAOA based FS 

approach to choose optimal features. Moreover, Extreme 

Learning Machine (ELM) model is utilized for the 

identification of the intrusions. Furthermore, Hunger Games 

Search Optimization (HGSO) approach was employed for the 

hyperparameter optimization of the ELM approach. The 

performance assessment of the BAOA-MLIDS methodology 

was examined on a benchmark dataset. 

II. RELATED WORKS 

Wang et al. [11] developed a novel Ensemble FS-based 

DNN (EFS-DNN) for attack detection in the network with 

large-volume traffic data. Especially, the LightGBM was 

leveraged as a base selector in the EFS model to improve the 

effectiveness of the optimum subset. In addition, a DNN with 

embedding and batch normalization algorithm is used as a 

classifier for improving expressiveness. Mhawi et al. [12] 

introduced a new Ensemble Learning (EL) model-based 

network IDS algorithm. The effective FS can be obtained by 

the hybrid of Correlation FS combined with Forest Panelized 

Attributes (CFS–FPA). The modified IDS includes 

AdaBoosting and bagging ensemble learning models for 

modifying the four dissimilar classifiers: KNN, RF, SVM, and 

NB. The authors [13] develop a robust DL technique namely 

AE-IDS based on the RF method. This technique creates the 

training subset with feature grouping and FS. Afterwards 

training, the model could forecast the performances with AE 

which efficiently enhances the prediction performance and 

considerably decreases the recognition time. 

In [14], the authors introduced a Binary form of the 

Farmland Fertility Algorithm (BFFA) to FS during the IDS 

categorization. During this work, the V-shaped function can be 

applied for moving the FFA process under the binary space and 

for the unremitting location of performances from the FFA 

model to binary mode. Vijayanand and Devaraj [15] presented 

a wrapper-based technique using the WOA. One disadvantage 

of WOA is that early convergence leads to local optimum 

solutions. To resolve these limitations, we developed a 

technique where the GA operator was fused with the WOA. 

The presented technique chooses the relevant feature in the 

network dataset that assists in precisely detecting the intrusion. 

We recognized the type of intrusion based on the features 

selected using an SVM model.  

Shakya [16] developed a fusion of ML and modified GWO 

(MLGWO) technique for enhanced IDS. The optimum amount 

of wolves is created by conducting examination with various 

wolves. In the WSN platform, the false alarm rate was 

decreased together with the decrease in processing time but 

increasing the accuracy of ID and the detection rates with the 

decline in the count of resulting features. Upadhyay et al. [17] 

designed a complex system for smart grids that incorporates 

feature engineering-based preprocessing with an ML classifier 

for IDS. The ML method finetunes the hyperparameter for 

improving the detection rate, the study mainly focuses on 

selecting the relevant features of datasets utilizing Gradient 

Boosting FS (GBFS) before using the classifier technique, a 

group which increases the execution speed and rate of 

detection.  

III. THE PROPOSED MODEL 

This article has presented a novel BAOA-MLIDS 

methodology to accomplish network security. The BAOA-

MLIDS technique employs FS with an optimal ML classifier 

for the ID process. To achieve this, the BAOA-MLIDS 

technique comprises preprocessing, BAOA-based feature 

subset selection, ELM classification, and HGSO-based tuning 

procedure. Fig. 1 exemplifies the complete workflow of the 

BAOA-MLIDS technique. 

 

 

Figure 1.  Overall flow of BAOA-MLIDS methodology 

A.  Data Preprocessing 

Diverse data normalization approaches were accessible 

such that 𝑧‐score normalization, min‐max normalization, and 

normalization by scaling decimal, and so on [18]. This effort 

utilizes a min‐max normalized approach for normalizing all 

individual data features that cause biases in its values. This 
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approach was employed for scaling normalized feature values 

among zero  and one; for achieving standardization in the 

values of data features. The subsequent Eq. (1) was utilized for 

normalizing data feature values in any particular range.  

 Min  Max =
  𝑋𝑖− min (𝐴)

 max (𝐴)− min (𝐴)
                         (1)   

B. Feature Selection using BAOA 

For selecting optimal features, the BAOA is used. As the 

arithmetic optimization algorithm only performs well in dealing 

with continuous optimization problems, BAOA is proposed to 

perform FS [19]. The steps of BAOA are given in the 

following. 

Step1: Initialized 

The generation of an arbitrary set of solutions or particles 

comprises the count of buses of load associated, as follows. 

𝑥𝑖 = 𝑟𝑎𝑛𝑑𝑖() 

𝑑𝑒𝑛𝑖 = 𝑟𝑎𝑛𝑑() 

𝑣𝑜𝑙𝑖 = 𝑟𝑎𝑛𝑑() 

𝑎𝑐𝑐𝑖 = 𝑙𝑏𝑖 + 𝑟𝑎𝑛𝑑()  × (𝑢𝑏𝑖 − 𝑙𝑏)         (2) 

Where 𝑟𝑎𝑛𝑑𝑖() indicates the integer number produced as 

zero  or one for all the 𝑖  particles, den, and 𝑣𝑜𝑙  shows the 

density and volume, correspondingly; and 𝑟𝑎𝑛𝑑()  denotes 

random number within [0,1].  𝑎𝑐𝑐  shows the particle 

acceleration, whereas 𝑙𝑏  and 𝑢𝑏  signify the lower as well as 

upper bounds of searching space, correspondingly. The 

volume, acceleration, and density particles are produced from 

the vector dimensional of 𝑑  and 𝑁  implies the size of 

populations. 

Step2: Upgrading volume and density 

The volume and density of all the particles 𝑖 for 𝑡 iteration 

was upgraded as: 

𝑑𝑒𝑛𝑖
𝑡+1 = 𝑑𝑒𝑛𝑖

𝑡 + 𝑟𝑎𝑛𝑑 × (𝑑𝑒𝑛𝑏𝑒𝑠𝑡 − 𝑑𝑒𝑛𝑖
𝑡)              (3) 

𝑣𝑜𝑙𝑖
𝑡+1 = 𝑣𝑜𝑙𝑖

𝑡 + 𝑟𝑎𝑛𝑑 × (𝑣𝑜𝑙𝑏𝑒𝑠𝑡 − 𝑣𝑜𝑙𝑖
𝑡)                 (4) 

Where, 𝑎𝑐𝑐𝑖 , 𝑛𝑖 , and 𝑣𝑜𝑙𝑖  denote the acceleration, density, 

and volume of the particle 𝑖  during iteration 𝑡  and 𝑣𝑜𝑙𝑏𝑒𝑠𝑡 , 

𝑑𝑒𝑛𝑏𝑒𝑠𝑡  indicate the volume and density of the better particle, 

correspondingly. 

Step3: Upgrading acceleration 

Based on two operators, the acceleration is updated as 

transfer function 𝑇𝐹 , and the density operator 𝑑 , but the 

transfer function changeover the searching in exploration to 

exploitation, while the density operator helps the global to local 

searches. 

𝑇𝐹 = 𝑒𝑥𝑝 (
𝑡 − 𝑇

𝑇
)                                            (5) 

𝑑 = 𝑒𝑥𝑝 (
𝑡 − 𝑇

𝑇
) − (

𝑡

𝑇
)                                       (6) 

when 𝑇𝐹 > 0.5, it is upgraded dependent upon the exploitation 

phase, when 𝑇𝐹 ≤ 0.5 , the acceleration was upgraded 

dependent upon the exploration phase as follows. 

𝑎𝑐𝑐𝑖
𝑡+1 =

𝑑𝑒𝑛𝑟 + 𝑣𝑜𝑙𝑟 × 𝑎𝑐𝑐𝑟

𝑑𝑒𝑛𝑖
𝑡+1 × 𝑣𝑜𝑙𝑖

𝑡+1 ; 𝑇𝐹 ≤ 0.5          (7) 

𝑎𝑐𝑐𝑖
𝑡+1 =

𝑑𝑒𝑛𝑏𝑒𝑠𝑡 + 𝑣𝑜𝑙𝑏𝑒𝑠𝑡 × 𝑎𝑐𝑐𝑏𝑒𝑠𝑡

𝑑𝑒𝑛𝑖
𝑡+1 × 𝑣𝑜𝑙𝑖

𝑡+1 ; 𝑇𝑃 > 0.5   (8) 

𝑎𝑐𝑐𝑖−𝑛𝑜𝑟𝑚
𝑡+1 = 𝑢 ×

𝑎𝑐𝑐𝑖
𝑡+1 −min(𝑎𝑐𝑐)

 max(𝑎𝑐𝑐) − min(𝑎𝑐𝑐)
+ 𝑙       (9) 

Where, 𝑎𝑐𝑐𝑟 , 𝑛𝑟 ,  and 𝑣𝑜𝑙𝑟  represent the acceleration, 

density, and volume of chosen arbitrary particle 

correspondingly; 𝑎𝑐𝑐𝑏𝑒𝑠𝑡  signifies the optimum particle’s 

acceleration; and 𝑢, 𝑙 represents the normalization limit that is 

fixed to [0.9, 0.1], correspondingly. 

Step4: Upgrading position 

A novel position of particles from the population can be 

upgraded as written in (10) and (11). 

𝑥𝑖
𝑡+1

=

{
 
 

 
 𝑥𝑖

𝑡 + 𝐶1 × 𝑟𝑎𝑛𝑑 ×

𝑎𝑐𝑐𝑖−𝑛𝑜𝑟𝑚
𝑡+1 × (𝑥𝑟𝑎𝑛𝑑 − 𝑥𝑖

𝑡) × 𝑑 𝑖𝑓 𝑇𝐹 ≤ 0.5

𝑥𝑏𝑒𝑠𝑡
𝑡 + 𝑓 × 𝐶2 × 𝑟𝑎𝑛𝑑 ×

𝑎𝑐𝑐𝑖−𝑛𝑜𝑟𝑚
𝑡+1 × (𝑇 × 𝑥𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑡) × 𝑑 𝑖𝑓 𝑇𝐹 > 0.5

       (10) 

𝑓 = {
+1 if 𝑃 ≤ 0.5
−1 if 𝑃 > 0.5

𝑃 = 2 × 𝑟𝑎𝑛𝑑 − 𝐶4                      (11) 

In which, 𝐶1 and 𝐶2 represent the constants with values 2 

and 6, correspondingly; 𝑇 = 𝐶3 × 𝑇𝐹  and 𝑓  denote the flag 

parameter determined in Eq. (11); and 𝐶3 and 𝐶4 indicate the 

constants with values [2, 0.5], correspondingly.  But, to 

upgrade the position of particles from a separate searching 

space, a sigmoidal transfer function can be executed in BAOA, 

as illustrated in (12). Thus, the upgrade particle position from 

the BAOA is 𝑥′, between the limit [0, 1], as depicted in Eq. 

(13). 

𝑠𝑖𝑔(𝑥𝑖
𝑡+1) =

1

1 + 𝑒−(𝑥𝑖
𝑡+1)

                               (12) 

𝑥𝑖
′𝑡+1 = {

0 𝑖𝑓 𝑟𝑎𝑛𝑑 ≥ 𝑠𝑖𝑔 (𝑥𝑖
𝑡+1)  

1 𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑠𝑖𝑔 (𝑥𝑖
𝑡+1)

                   (13) 

C. ID using ELM Model 

In this work, the ELM approach can be executed for the 

identification and classification of intrusions. The ELM is a 

single hidden layer Supervised Learning approach exhibiting 

the Feedforward Neural Network (SLFNN) [20]. The ELM 

exceeds at modelling non-linear data performance in difficult 

methods. Fig. 2 depicts the framework of ELM. 

(1) While the mapping functions of hidden states are 

recognized, if the better weighted can be selected next the 

resultant weight is defined analytically, the ELM approach 

showcases an important estimate accuracy that creates the ELM 

a fast learner. (2) It takes an easy execution, there is no 

requirement for artificially fixed a huge count of trained 

parameters before the trained model. (3) It takes an optimum 

generalized, thus the challenge of creating local optimal 

solutions could not simply be created. 

For estimating the PV power plant production, it can be 

considered as: trained instance (𝑥𝑖 , 𝑦𝑖) , input variable 𝑥𝑖 =

[𝑥𝑖1, 𝑥𝑖2 , … , 𝑥𝑖𝑁]
𝑇 ∈ 𝑅𝑛 , and the predictable outcome 𝑦𝑖 =
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[𝑦𝑖1, 𝑦𝑖2 , … , 𝑦𝑖𝑚]
𝑇 ∈ 𝑅𝑚 . The mathematical formula of the 

ELM method is as: 

𝑌𝑗 =∑𝛽𝑖

𝑛

𝑖=1

𝐺(𝜔𝑖𝑋𝑗 + 𝑣𝑖),
′                        (14) 

In which, 𝜔𝑖 , 𝛽𝑖 denotes the input and output layer biases, 

correspondingly; 𝜈𝑖  signifies the hidden state bias, and 𝐺(𝑥) 

denotes the activation function. 

𝐻𝜔,𝜈,𝑋𝛽 = 𝑇                                    (15) 

whereas 𝑇  stands for the preferred resultant vector; and 

𝐻𝜔,𝜈,𝑋 denotes the outcome of the implicit layer matrix that is 

written as: 

𝐻𝜔,𝑣,𝑋 = [
𝐺(𝜔1𝑋1 + 𝑣1) … 𝐺(𝜔𝑖𝑋𝑛 + 𝑣𝑖)

⋮ ⋱ ⋮
𝐺(𝜔1𝑋𝑛 + 𝑣1) … 𝐺(𝜔𝑖𝑋1 + 𝑣𝑖)

]        (16) 

Execute the resulting Eq. (17) to resolve for resultant 

weights. 

𝛽∗ = 𝐻+𝑇                                        (17) 

In which, 𝛽∗ = 𝐻+𝑇 represents the generalization form of 

Moore’s inverse that is executed to matrix 𝐻 (Moore-Penrose). 

 

 

Figure 2.  ELM structure  

D. Parameter Tuning using HGSO Algorithm 

Eventually, the HGSO algorithm was implemented for the 

parameter tuning of the ELM method. The HGSO inspires the 

hunger performance of chosen animals [21]. The process 

employed for tracking hunger performance as a critical 

homeostatic incentive defines HGSO fitness. Several 

behaviours that create performance and selection in the 

animals' lives are utilized for understanding and confining the 

optimizer procedure to novel uses. This method feature 

procedure is an adaptive weight depending on the hunger 

method utilized and creates replicates all the hunger effects 

searching step. The fundamental concept is that the presented 

system is more effective due to its higher solution, dynamic 

nature, and easy design concerning convergence and quality for 

suitable solutions.  

The mathematical models expressed in the performance of 

the food method and the subsequent processes can be presented 

to inspire the contraction mode. The mathematical expression is 

represented by Eq. (18). 

𝑓𝑜𝑏𝑗(𝐷, 𝐺, 𝑋(𝑡 + 1))⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = 

{
 
 

 
 𝑓𝑜𝑏𝑗(𝐷, 𝐺, 𝑋(𝑡))
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⋅ (1 + 𝑟𝑎𝑛𝑑𝑛(1)), 𝑟1 < 𝑙

𝑊1
⃗⃗⃗⃗  ⃗ ∙ 𝑋𝑏⃗⃗⃗⃗ + 𝑅 ⋅ 𝑊𝑟⃗⃗ ⃗⃗  ⋅ |𝑓𝑜𝑏𝑗(𝐷, 𝐺, 𝑋𝑏)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ − 𝑓𝑜𝑏𝑗(𝐷, 𝐺, 𝑋(𝑡))⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  | , 𝑟1 > 𝑙, 𝑟𝑟 > 𝐸

𝑊1
⃗⃗⃗⃗  ⃗ ⋅ 𝑓𝑜𝑏𝑗(𝐷, 𝐺, 𝑋𝑏)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ − 𝑅 ⋅ 𝑊𝑟⃗⃗ ⃗⃗  ⋅ |𝑓𝑜𝑏𝑗(𝐷, 𝐺, 𝑋𝑏)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ − 𝑓𝑜𝑏𝑗(𝐷, 𝐺, 𝑋(𝑡))⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  | , 𝑟1 > 𝑙, 𝑟𝑟 < 𝐸

 

(18) 

whereas 𝑅  is within [−𝑎, 𝑎] ; 𝑟1  and 𝑟2  denote the arbitrary 

numbers between the limit [0, 1]; 𝑊1 and 𝑊2 imply the hunger 

weight; 𝑋𝑏  refers to the arbitrary person from the population; 

and 𝑋(𝑡) denotes the individual. 

𝐸 = 𝑠𝑒𝑐ℎ(|𝐹(𝑖) − 𝐵𝐹|)                            (19) 

whereas 𝑖 ∈ 1, 𝑟, …, 𝑛, 𝐹(𝑖), and 𝐵𝐹 stands for the individual 𝑖, 

and optimum fitness value to present iteration. The hyperbolic 

function (Sech) is defined as Eq. (20): 

(𝑠𝑒𝑐ℎ(𝑥) =
𝑟

𝑒𝑥 + 𝑒−𝑥
)                             (20) 

𝑅 = 𝑟 × 𝑎 × 𝑟𝑎𝑛𝑑 − 𝑎                              (21) 

Eqs. (22) and (23) demonstrate the mathematical equation 

of the role: 

𝑊1(𝑖)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = {
ℎ𝑢𝑛𝑔𝑟𝑦(𝑖) ⋅

𝑁

𝑆𝐻𝑢𝑛𝑔𝑟𝑦
× 𝑟4, 𝑟3 < 𝑙

1𝑟3 > 𝑙

         (22) 

𝑊2(𝑖)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = (1 − exp(|ℎ𝑢𝑛𝑔𝑟𝑦 (𝑖) − 𝑆𝐻𝑢𝑛𝑔𝑟𝑦|)) × 𝑟5 × 2(23) 

whereas the individual population is referred to by 𝑁, in which 

𝑆𝐻𝑢𝑛𝑔𝑟𝑦  demonstrates the sum(hungry). The randomized 

search was introduced utilizing arbitrary variables 𝑟3, 𝑟4 and 𝑟5. 

Eq. (24) is an expressed for hungry(i): 

ℎ𝑢𝑛𝑔𝑟𝑦 (𝑖) = {
    ∙                𝐴𝑙𝑙𝐹𝑖𝑡𝑛𝑒𝑠𝑠 (𝑖) == 𝐵𝐹

ℎ𝑢𝑛𝑔𝑟𝑦(𝑖) + 𝐻,    𝐴𝑙𝑙𝐹𝑖𝑡𝑛𝑒𝑠𝑠 (𝑖)! = 𝐵𝐹
  (24) 

in which, 𝐴𝑙𝑙𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝑖)  preserves all the individual’s 

fitness from the present iteration. 

𝑇𝐻 =
𝐹(𝑖) − 𝐵𝐹

𝑊𝐹 − 𝐵𝐹
× 𝑟6 × 2 × (𝑈𝐵 − 𝐿𝐵)           (25) 

𝐻 = {
𝐿𝐻 × (1 + 𝑟), 𝑇𝐻 < 𝐿𝐻
𝑇𝐻, 𝑇𝐻 ≥ 𝐿𝐻

                   (26) 

whereas 𝑟6 is another randomized variable and 𝐹(𝑖) refers the 

all the individual's fitness values. The worse and best fitness is 

represented by WF and BF, where the lower and upper 

searching bounds are 𝐿𝐵 and 𝑈𝐵, correspondingly. While the 

hunger sensation 𝐻 is a lower bound, LH, it gives the technique 

an optimal solution. 

The fitness choice is a key feature of the HGSO method. 

The encoding performance was employed to develop a better 

solution for candidate outcomes. Presently, the value of 

accuracy is the major condition engaged for building a FF. 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  max (𝑃)                                (27) 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                       (28) 

In which, 𝐹𝑃  and 𝑇𝑃  imply the false and true positive 

values. 
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IV. EXPERIMENTAL VALIDATION 

The ID outputs of the BAOA-MLIDS methodology are 

inspected on the IDS2017 dataset [22], comprising 8000 

samples as displayed in Table 1. Among the available 77 

features, the BAOA has chosen 46 features. 

TABLE I.  DATASET DESCRIPTION 

Class Sample Numbers 

Benign 1000 

DoS 1000 

Port Scan 1000 

DDoS 1000 

FTP Patator 1000 

SSH Patator 1000 

BotNet 1000 

Web Attack 1000 

Total Samples 8000 

 

 

Figure 3.  Confusion matrix of (a-b) 80:20 and (c-d) 70:30 of TR/TS set 

Fig. 3, the confusion matrix of the BAOA-MLIDS 

methodology on ID are given. The outputs demonstrate that the 

BAOA-MLIDS methodology attains capable ID and 

classification process.  

In Table 2 and Fig. 4, the overall ID result of the BAOA-

MLIDS approach is inspected at 80:20 of the TR/TS set. The 

outputs indicate that the BAOA-MLIDS approach 

accomplishes effective outcomes under all measures. On 80% 

of the TR set, the BAOA-MLIDS model obtains an average 

𝑎𝑐𝑐𝑢𝑦  of 97.87%, 𝑝𝑟𝑒𝑐𝑛  of 91.49%, 𝑠𝑒𝑛𝑠𝑦  of 91.48%, 𝑠𝑝𝑒𝑐𝑦 

of 98.78%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 91.46%. Also, on 20% of the TS set, 

the BAOA-MLIDS model gets an average 𝑎𝑐𝑐𝑢𝑦  of 98.06%, 

𝑝𝑟𝑒𝑐𝑛  of 92.27%, 𝑠𝑒𝑛𝑠𝑦  of 92.22%, 𝑠𝑝𝑒𝑐𝑦  of 98.89%, and 

𝐹𝑠𝑐𝑜𝑟𝑒 of 92.21%. 

TABLE II.  ID OUTCOME OF BAOA-MLIDS METHOD ON 80:20 OF TR/TS 

SET 

Class 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 

Training (80%) 

Benign 98.30 92.98 93.33 99.00 93.16 

DoS 97.64 89.17 92.20 98.41 90.66 

Port Scan 98.56 93.36 95.43 99.02 94.38 

DDoS 97.88 91.60 91.14 98.82 91.37 

FTP Patator 97.30 90.31 87.95 98.64 89.11 

SSH 

Patator 
97.48 93.36 86.36 99.10 89.73 

BotNet 97.92 91.35 91.93 98.77 91.64 

Web Attack 97.86 89.77 93.48 98.48 91.59 

Average 97.87 91.49 91.48 98.78 91.46 

Testing (20%) 

Benign 98.38 94.97 92.20 99.28 93.56 

DoS 98.38 92.82 94.63 98.92 93.72 

Port Scan 98.19 90.05 95.26 98.58 92.58 

DDoS 98.38 95.54 91.90 99.35 93.69 

FTP Patator 97.50 90.16 89.23 98.65 89.69 

SSH 

Patator 
97.88 93.18 88.17 99.15 90.61 

BotNet 97.75 90.52 92.27 98.56 91.39 

Web Attack 98.06 90.91 94.06 98.64 92.46 

Average 98.06 92.27 92.22 98.89 92.21 

 

 

Figure 4.  Average output of BAOA-MLIDS method on 80:20 of TR/TS set 
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Figure 5.  PR curve of BAOA-MLIDS method on 80:20 of TR/TS set 

A detailed PR analysis of the BAOA-MLIDS model is 

shown at 80:20 of the TR/TS set in Fig. 5. The outcome stated 

that the BAOA-MLIDS model outcomes in increased values of 

PR. Moreover, the BAOA-MLIDS approach can achieve 

greater values of PR values on overall class labels. 

In Fig. 6, a ROC analysis of the BAOA-MLIDS system is 

demonstrated on 80:20 of the TR/TS set. The outcome stated 

that the BAOA-MLIDS system outcomes in enhanced values 

of ROC. Also, the BAOA-MLIDS approach can achieve 

greater values of PR values on overall class labels. 

 

 

Figure 6.  ROC curve of BAOA-MLIDS method on 80:20 of TR/TS set 

In Table 3 and Fig. 7, the comprehensive ID analysis of the 

BAOA-MLIDS method is studied on 70:30 of the TR/TS set. 

TABLE III.  ID OUTCOME OF BAOA-MLIDS APPROACH ON 70:30 OF TR/TS 

SET  

Class 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 

Training (70%) 

Benign 97.20 88.79 88.92 98.39 88.86 

DoS 97.32 88.17 90.46 98.29 89.30 

Port Scan 97.05 87.01 88.94 98.17 87.96 

DDoS 97.68 91.79 89.43 98.86 90.59 

FTP Patator 97.54 89.33 91.12 98.45 90.21 

SSH Patator 97.09 88.55 88.92 98.30 88.74 

BotNet 97.70 91.38 90.49 98.75 90.93 

Web Attack 96.68 87.97 84.66 98.37 86.28 

Average 97.28 89.12 89.12 98.45 89.11 

Testing (30%) 

Benign 97.50 89.07 90.88 98.43 89.97 

DoS 97.21 89.00 89.29 98.37 89.14 

Port Scan 97.00 88.58 89.13 98.22 88.85 

DDoS 97.83 93.66 88.67 99.14 91.10 

FTP Patator 97.29 88.10 90.73 98.24 89.40 

SSH Patator 97.29 85.86 91.73 98.02 88.70 

BotNet 98.04 91.03 92.63 98.77 91.83 

Web Attack 97.00 91.87 84.14 98.90 87.84 

Average 97.40 89.65 89.65 98.51 89.60 

 

 

Figure 7.  Average output of BAOA-MLIDS methodology on 70:30 of 

TR/TS set 

The outcomes indicate that the BAOA-MLIDS method 

achieves effective results under all measures. On 70% of the 

TR set, the BAOA-MLIDS model gets average 𝑎𝑐𝑐𝑢𝑦  of 

97.28%, 𝑝𝑟𝑒𝑐𝑛  of 89.12%, 𝑠𝑒𝑛𝑠𝑦  of 89.12%, 𝑠𝑝𝑒𝑐𝑦  of 

98.45%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 89.11%. Also, on 30% of the TS set, the 

BAOA-MLIDS model attains an average 𝑎𝑐𝑐𝑢𝑦  of 97.40%, 

𝑝𝑟𝑒𝑐𝑛  of 89.65%, 𝑠𝑒𝑛𝑠𝑦  of 89.65%, 𝑠𝑝𝑒𝑐𝑦  of 98.51%, an 

𝐹𝑠𝑐𝑜𝑟𝑒 of 89.60%. 
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Figure 8.  PR curve of BAOA-MLIDS methodology on 70:30 of TR/TS set 

 

Figure 9.  ROC curve of BAOA-MLIDS methodology on 70:30 of TR/TS set 

A comprehensive PR evaluation of the BAOA-MLIDS 

method is revealed at 70:30 of the TR/TS set in Fig. 8. The 

output stated that the BAOA-MLIDS system outcomes in 

raising values of PR. Furthermore, the BAOA-MLIDS method 

can attain greater PR values on overall classes. 

In Fig. 9, a ROC evaluation of the BAOA-MLIDS 

algorithm is demonstrated at 70:30 of the TR/TS set. The result 

inferred that the BAOA-MLIDS algorithm results in enhanced 

ROC values. Additionally, the BAOA-MLIDS system can 

extend greater ROC values on overall classes. 

In Table 4 and Fig. 10, the BAOA-MLIDS approach is 

related with other ML models is made [23, 24]. 

TABLE IV.  COMPARATIVE OUTCOME OF BAOA-MLIDS ALGORITHM WITH 

OTHER ML TECHNIQUES 

Algorithms 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝑺𝒄𝒐𝒓𝒆 

BAOA-MLIDS 98.06 92.27 92.22 92.21 

Random Forest 93.6 62.04 76.97 66.19 

SVM Model 92.1 59.14 67.25 65.89 

Logistic Regression 91.8 59.91 67.61 65.76 

Naive Bayes 91.5 72.35 60.4 59.74 

MLP Algorithm 76.8 70.31 64.72 74.52 

 

 

Figure 10.  Comparative output of BAOA-MLIDS methodology with other 

ML techniques 

The experimental outcomes inferred that the BAOA-

MLIDS approach is greater than other models in terms of 

several measures. In addition, it is noticed that the BAOA-

MLIDS technique reaches effectual performance with a 

maximum 𝑎𝑐𝑐𝑢𝑦  of 98.06%, 𝑝𝑟𝑒𝑐𝑛  of 92.27%, 𝑟𝑒𝑐𝑎𝑙  of 

92.22%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 92.21%. These outcomes illustrated the 

enhanced performance of the BAOA-MLIDS methodology. 

V. CONCLUSION 

This study has presented a novel BAOA-MLIDS technique 

to accomplish network security. The BAOA-MLIDS technique 

employs FS with an optimal ML classifier for the ID process. 

To accomplish this, the BAOA-MLIDS technique performs 

data preprocessing to scale the input data. Besides, the BAOA-

MLIDS technique comprises BAOA based FS approach to 

choose optimal features. Moreover, ELM model is utilized for 

the identification of the intrusions. Furthermore, Hunger Games 

Search Optimization (HGSO) approach was employed for the 

parameter tuning of the ELM approach. The simulation 

outcome of the BAOA-MLIDS model was inspected on a 

benchmark database and the outcome demonstrates the 

betterment of the BAOA-MLIDS model in the ID process. 
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