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Abstract—In any system ,the wide range of writing styles, handwritten digit recognition has proven to be a challenging task.The wide 

variety of writing styles has made it challenging to read handwritten numerals.. Numerous research have demonstrated the superior performance 

of neural networks in the classification of data. The major goal of this work is to compare various existing classification models in order to give 

effective and trustworthy methods for handwritten numeral recognition. As training sets, a total of 45,000 images with a pixel size of 2828 were 

employed. The original image was compared to the training sets and images. We also found that the classifier's accuracy increases with the 

amount of training data. The study's conclusion shows that K-NN maintains an accuracy of 96.7% as opposed to 96.8% while processing data at 

a rate nearly ten times faster than a neural network. 
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I. INTRODUCTION 

Already, The automatic recognition of handwritten digits is 

widely used in the processing of bank checks, postal 

addresses, and other documents. While some of the present 

systems use computational intelligence technique like fuzzy 

logic or artificial neural networks or others might just be big 

lookup tables with potential handwritten digit realizations. 

Despite being created in the 1940s, artificial neural networks 

have only recently been used extensively across a wide range 

of disciplines. Many other types of neural networks exist 

today; they all descended from the artificial neuron, a 

straightforward mathematical representation of a biological 

neuron. The bulk of simulations are performed in software, 

however some are implemented in hardware. Artificial neural 

networks have been used to read handwritten numbers on 

numerous occasions with a small amount of training data. 

Without explicit instructions, computer programs can now 

predict outcomes more accurately thanks to machine learning 

(ML), a subset of artificial intelligence (AI). In order to predict 

new output values, machine learning algorithms use historical 

data as input..In this study, we analyze the three popular deep 

learning algorithms—the Convolutional Neural Network 

(CNN), the Deep Belief Network (DBN), and the Deep Neural 

Network (DNN)—and apply them to the recognition of 

handwritten digits. 

II. LITERATURE SURVEY 

Improving a handwritten character recognition system's 

performance requires robust feature extraction. Because of its 

wide range of applications, handwritten digit recognition is 

currently receiving a lot of attention in the field of pattern 

recognition systems.  

Character recognition technology has the potential to serve as 

a fundamental component in the development of a paperless 

society by handling and digitizing paper records that are now 

in existence.. The difficulty in reading handwritten characters 

is mostly brought on by the wide range of individual writing 

styles (Srihari et al. 2000). 

A system that uses dynamic creation of small zones with 

different heights and widths has been created [1].One of the 

key tasks in the field of digit recognition systems is the 

identification of the digit from which the best discriminating 

features may be retrieved [8-10]. Different types of region 

sampling strategies are employed in pattern recognition to find 

these regions. Tokas et alexplains many different categories of 

feature extraction approaches, including global transformation 

techniques, structural feature-based methods, statistical 
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feature-based methods [11] and There are recognized 

statistical methods for organizing the process of choosing data. 

There are recognized statistical methods for organizing the 

process of choosing data. It makes use of the data from the 

image's statistical pixel distribution. 

Convolution neural networks have been utilized by [5], [6] to 

recognize handwritten digits from MNIST datasets. [5] used a 

7-layered CNN model with 5 hidden layers, gradient descent, 

and back prorogation, yielding a maximum accuracy of 99.2%, 

to ascertain and compare the accuracy on multiple epochs. 

While in [6], they briefly reviewed CNN's many components, 

its evolution from LeNet-5 to SENet, and comparisons 

between various models including AlexNet, DenseNet, and 

ResNet.  

III. SYSTEM DESCRIPTION 

The heart of this project is to build convolution neural network 

to train our machine in the same way as human being practice 

and learning to recognize the handwritten digit. 

The main components used are; 

• Install Anaconda 

• Import multiple libraries 

• IDEs 

• Jupyter Notebook 

• Spyder 

• Vscode 

• Install Tensor flow library 

• Open cv 

We must recognize the handwritten digits using various 

classification techniques in the intriguing machine learning 

issue known as "Handwritten Digit Recognition." To recognize 

handwritten digits, there are numerous methods and algorithms 

that can be used, such as Deep Learning/CNN, Gaussian Naive 

Bayes ,SVM, KNN, Random Forests ,Decision Trees, etc. 

A. Import Tensor Flow 

Tensorflow is a full open source machine learning platform. 

Its vast, flexible ecosystem of libraries, tools and community 

resources helps academics to push the boundaries of machine 

learning while facilitating the rapid creation and deployment 

of ML-powered apps by developers. 

 
Fig.1. Installation command of tensorflow 

 
 Fig.2. Flow Chart of the handwritten digit Recognition 

B. Install Open CV 

OpenCV is open source and released under the BSD 3-

ClauseLicense. OpenCV is a highly optimized library with 

focus on real-time applications. 

 
Fig.3.Installation command of dataset 

C. Divide into train and test datsets 

Train Dataset:Used to fit the machine learning model.Test 

Dataset: To evaluate the degree to which a machine learning 

model conforms to the data. The objective is to evaluate the 

machine learning model's performance using new data—that 

is, data that was not used for model training. 

 
Fig.4.Command to train and testdataset 

D. Checking the garph 

Graphs are a tremendously versatile and effective way to 

display data. Although it can also be a datapoint by itself, a 

graph is a means to organize data. Graphs, as opposed to other 

datatypes such as text, audio, and images, are non-Euclidean 

data, which means they exist in three dimensions.  

Graphs may possess particular characteristics that restrict the 

types of operations and analyses that may be carried out on 

them. These characteristics can be specified. 

 

Fig.5 Representation of Digit 5 
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E. Checking the value of each pixel before 

normalization and Resizing Image 

Neural networks process small weight values, and high integer 

values may impede or slow down learning. Normalizing the 

pixel values is a good idea because each pixel value should fall 

between 0 and 1. 

Normalization is a common procedure used to get data ready 

for machine learning. Normalization is used to convert the 

dataset's numeric column values to a standard scale without 

erasing any data or warping the value ranges. 

 
Fig.6.Print command for weighted values 

 

 

 

 

 

 

 

 

 

 

 

Fig.7.Image Resizing commands 

TRAINING AND TESTING MODEL  

F. Creating a Deep Neural Network  

Computer vision is the field in which CNNs are most 

commonly used. The AI system learns to automatically extract 

the properties of these inputs to accomplish a given goal, such 

as image semantic segmentation, picture classification, or face 

identification, given a series of videos or real-world images 

and CNN.  

 

 

 

 

 

 

 

Fig.8.Command for Deep neural Network  

G. Model Summary 

General model details like the algorithm and training date are 

included in the Summary panel of the Report page. 

Additionally, the report page includes parts that discuss the 

model's performance, interpretation, and specifics. 

H. Training and Testing Model 

A dataset used to train an ML algorithm is called a training 

model. It is made up of sets of relevant input data that affect 

the output as well as samples of output data. To compare the 

processed output to the sample output, the input data is passed 

through the algorithm with the training model. The model is 

changed based on the correlation's outcome.This is a "model 

fitting" iterative process. For the model to operate precisely, 

the training or validation dataset must be accurate. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.9. Input binary image of number 8 to the RGB image of 8. 

 

Model testing is the procedure where a fully trained model's 

performance is assessed on a testing set. Although it should be 

kept apart from the training and the testing set, validation sets 

which consistsof a collection of test samples, should have the 

same probability distribution. 

 

 

 

 

 

 

 

 

 

Fig.10. Command  converts the binary image of number 8 to the RGB image 

of 8 
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I. Output  

 

The Output is same as the given input image. The Input given to the system is 

the number ‘8’ and the predicted output is also same. 

 

Fig.11 CNN model 

IV. ANALYTICAL DETAILS OF TOOLS USED AND 

PROCESS  

Identifying the handwritten digits using different classification 

techniques is the interesting machine learning topic known as 

"Handwritten Digit Recognition." To recognize handwritten 

digits, there are numerous methods and algorithms that can be 

used, such as Deep Learning/CNN, Gaussian Naive Bayes, 

SVM,KNN, Random Forests, Decision Trees etc. 

• Import the libraries and load the dataset 

To train our model, we will import every module that we will 

require. Among the datasets that are currently available in the 

Keras library is MNIST. Consequently, utilizing and importing 

the dataset are simple processes. We receive the training data 

and labels as well as the testing data and labels from the 

nist.load_data() method. 

• Preprocess the data 

The image data cannot be supplied directly into the suggested 

model, so we need to perform certain processes and operations 

on the data before we can use it in our neural network. The 

dimension of the training data is (60000, 28, 28). We rearrange 

the matrix to take the form (60000,28,28,1) since the CNN 

model requires an additional dimension. 

 

• Create the model 

Our CNN model will now be developed in a Python data 

science project. Convolutional and pooling layers are the most 

common components of CNN models. Because it performs 

better for data that are represented as grid structures, CNN is a 

good choice for challenges involving picture categorization. By 

turning off a portion of the neurons during training, the dropout 

layer reduces offer fitting of the model. 

•  Train the model 

The training of the model will begin with the help of Keras' 

model.fit() function. It requires the batch size, epochs, training 

data, and validation data.The model's training process takes 

some time. We store the model definition and weights in 

the'mnist.h5' file after training 

• Evaluate the model 

We'll use our dataset, which has a ton of photos, to evaluate our 

model's performance. Given that the model was not trained 

using the testing data, it is new data for our model. Since the 

MNIST dataset is nicely balanced, we can get an accuracy of 

about 99%. 

V.  CONCLUSION   

The aim of engineering is to improve the quality of life and to 

make the processes as well as industrial processes easy with 

the help of software engineering. Our project is a contribution 

in this line In order to increase the performance of handwritten 

digit recognition; we looked at convolutional neural network 

variations in this work that avoid costly feature extraction, 

intricate ensemble (classifier combination) methods, and 

sophisticated pre-processing.The current work makes 

suggestions on the function of several hyper-parameters after 

thorough evaluation utilizing an MNIST dataset.We also 

confirmed that optimizing hyper-parameters is crucial for 

enhancing Convolutional Neural Network architecture 

performance. A 90.37% recognition rate was attained. 

Through the trials, it is made abundantly evident how the 

performance of handwritten digit recognition is affected by the 

number of convolutional layers in Convolutional Neural 

Network architecture. 

The originality of the current study is that it carefully 

examines all the Convolutional Neural Network architecture 

settings that provide the best recognition accuracy for an 

MNIST dataset. Future research can examine various CNN 

architectures including hybrid CNN models like CNN-HMM 

and CNN-RNN as well as domain-specific recognition 

systems. CNN learning parameters such as the number of 

layer , kernel sizes and learning rate of convolutional filters 

can be optimized using evolutionary algorithms .Machine 

learning is a method for replacing human analysis with real-

world data. This research aims to do that much, as all machine 
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learning algorithms are designed to function better than 

humans. Machine learning is a method for replacing human 

analysis with real-world data. This research aims to do that 

much, as all machine learning algorithms are designed to 

function better than humans. 

 

REFERENCES 

[1] Zhang, X. Y., Yin, F., Zhang, Y. M., Liu, C. L., &Bengio, Y. 

(2018). Drawing and recognizing Chinese characters with 

recurrent neural network. IEEE transactions on pattern analysis 

and machine intelligence, 40(4), 849-862. 

[2] S M Shamim, Mohammad BadrulAlamMiah, AngonaSarker, 

MasudRana& Abdullah Al Jobai ”Handwritten Digit 

Recognition using Machine Learning Algorithms”, Indonesian 

Journal of Science & Technology, Volume 3 Issue 1, April 

2018. 

[3] John, G. H., and Langley, P. (1995). Estimating continuous 

distributions in Bayesian classifiers. Proceedings of the Eleventh 

conference on Uncertainty in artificial intelligence, 1995, 338-

345 

[4] Plamondon, R., &Srihari, S. N. (2000). Online and off-line 

handwriting recognition: a comprehensive survey. IEEE 

Transactions on pattern analysis and machine intelligence, 22(1), 

63-84. 

[5] ”Recognition of Handwritten Digit using Convolutional Neural 

Network in Python with Tensorflow and Comparison of 

Performance for Various Hidden Layers”, FathmaSiddique, 

ShadmanSakib, Md. Abu BakrSiddique.  

[6]  ”Advancements in Image Classification using Convolutional 

Neural Network” by Farhana Sultana, Abu 

Sufian&ParamarthaDutta 

[7] Liu, C. L., Nakashima, K., Sako, H., and Fujisawa, H. (2003). 

Handwritten digit recognition: benchmarking of state-of-the-art 

techniques. Pattern recognition, 36(10), 2271-2285. 

[8] Koerich, A. L., Sabourin, R., and Suen, C. Y. (2003). Large 

vocabulary off-line handwriting recognition: A survey. Pattern 

Analysis and Applications, 6(2), 97-121. 

[9] Seewald, A. K. (2005). Digits-a dataset for handwritten digit 

recognition. Austrian Research Institute for Artificial 

Intelligence Technical Report, Vienna (Austria). 

[10] Neves, R. F., Lopes Filho, A. N., Mello, C. A., and Zanchettin, 

C. (2011). A SVM based off-line handwritten digit recognizer. 

Proceedings of Systems, Man, and Cybernetics (SMC), 2011, 

510-515) 

[11] Perwej, Y., &Chaturvedi, A. (2012). Machine recognition of 

Hand written Characters using neural networks. arXiv preprint 

arXiv:1205.3964. 

[12] Das, N., Sarkar, R., Basu, S., Kundu, M., Nasipuri, M., and 

Basu, D. K. (2012). A genetic algorithm based region sampling 

for selection of local features in handwritten digit recognition 

application. Applied Soft Computing, 12(5), 1592-1606 

[13] Das, N., Pramanik, S., Basu, S., Saha, P. K., Sarkar, R., Kundu, 

M., and Nasipuri, M. (2014). Recognition of handwritten Bangla 

basic characters and digits using convex hull-based feature set. 

arXiv preprint arXiv:1410.0478. 

[14] GuohaoLv,SiweiLaung,Yaping Huang. Regularization Method 

Based on Convolutional Neural Networks[J].Journal of 

Computer Research and Development,2014(9):1891-1900. 

[15] Schmidhuber, J. (2015). Deep learning in neural networks: An 

overview. Neural networks, 61, 85-117 

[16] Chowdhury A M S, Rahman M S, Towards optimal 

convolutional neural network paramenters for bangali 

handwritten numberals recognition [A]. International 

Conference on Computer and Information Technology [C]. 

IEEE, 2017:431-436. 

[17] Yang Du,,Zhanqing Wang. Handwritten digit recognition based 

on improved convolutional neural network [j], Computer 

Measurement and Control, 2018, 26(7): 256-261. 

[18] ChangyinDeng,Jie Zhang. Handwritten digit recognition based 

on improved LeNet-5 convolutional neural network. Chengdu 

University of Information Science and Technology, 2018. 

[19] Zijun Zhang. Improved Adam Optimizer for Deep Neural 

Networks. IEEE press.2018:1-2 

[20] Shopon M, Mohammed N,Abedin M A. Image augmentation by 

bolckyartifact in deep convolutional neural network for 

handwritten digit recognition [A]. IEEE International 

Conference on Image, Vision & Pattern Recognition [C]. IEEE, 

2017:1-6 

[21] C.-C. Chang, C.-J. Lin, LIBSVM: a library for support vector 

machines, ACM Transactions on Intelligent Systems and 

Technology 2 (2011) 1–27. 

[22] S. Basu, N. Das, R. Sarkar, M. Kundu, M. Nasipuri, D.K. Basu, 

A hierarchical approach to recognition of handwritten Bangla 

characters, Pattern Recognition 42 (2009) 1467–1484. 

[23] S. Basu, N. Das, R. Sarkar, M. Kundu, M. Nasipuri, D.K. Basu, 

A hierarchical approach to recognition of handwritten Bangla 

characters, Pattern Recognition 42 (2009) 1467–1484. 

 

AUTHORS PROFILE 

 Minal Keote was born in India in 1982. She did B.E. 

in 2004 and M.Tech in 2009 in Electronics Eng from 

Yeshwantrao Chavan College of Engineering, 

Nagpur, India. She  completed Ph.D from Rashtrasant 

Tukdoji Maharaj Nagpur university in 2021 .Her area 

of research interests is low power VLSI circuits. 

Minal keote is currently working as Assistant 

Professor in Yeshwantrao Chavan College of Engineering since 2010. She has 

published total 16 research papers in international journals and international 

conference till date.  

 

 

Vikas R. Gupta is an assistant professor in the 

Department of Electronics Engineering, Shri 

Ramdeobaba College of Engineering and 

Management Nagpur. He received a bachelor’s 

degree in Electronics and Telecommunication 

Engineeringin 2010, and a master’s degree in 

Communication Engineering in 2012 from Rashtrasant Tukadoji Maharaj 

Nagpur. His research interest is in the field of Computer vision and deep 

learning.  

 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 

 

    690 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

 

 

 

 Rashmi Keote was born in India in 1979. She did B.E. in 

2000 from Priyadarshini College of Engineering, Nagpur 

and M.Tech in 2010 in Electronics Engg., form 

Yeshwantrao Chavan college of engineering, 

Nagpur.India. She has completed Ph.D from Rashtrasant 

Tukdoji Maharaj Nagpur university in 2021.Her area of research interests is in  

VLSI Design . Rashmi keote is currently working as Assistant Professor in 

Yeshwantrao Chavan College of Engineering since 2008. She has published 

total 14 research papers in international journals and international conference 

paper till date.  

 
Bharati Masram has received her Ph.D degreein the 

area of VLSI signal processing under the research 

centre of YCCE from RTM Nagpur University, India 

in 2020. She received her master degree and B.E 

degree in Electronics Engineering from Yeshwantrao 

Chavan College of Engineering (Autonomous) in 

2010 and 2004 respectively. Her research interest is mainly in VLSI Signal 

Processing, Communication; 3D Image processing etc. . With this  she is also 

nowworking on machine learning for the analysis and prediction of weather of 

Nagpur city due to unpredicted nature of climatic change in current .She has 

published her total 20 research based papers in national,international 

conferences and also in International journal. She had on her name 3 published 

& 2 patent granted in National & International level. 

 P.T. Karule was born in India and persued his B. E. 

(Electronics and Power) from Govt. College of 

Engineering, Amravati. in 1986, M.Tech. 

(Electronics Engineering) from VNIT, Nagpur in 

1992 and Ph.D. in the area of Medical Image 

Processing & Neural Network from Amravati 

University in 2010. He has 25 years of teaching 

experience. His area of expertise is microprocessors and embedded system At 

present he is Professor in Department of Electronics Engineering of YCCE 

and also looking after administrative work of autonomous YCCE as Registrar. 

Earlier he was Head of Department of ECE, YCCE; during his tenure he 

started the popular activity of workshop series for students on current 

technologies with hands-on practice in summer & winter vacation to enhance 

the employability. He had also worked as Dean Industry Institute Interaction; 

YCCE He had Published 51 research papers in various international journals 

& international and national conferences. He received Best Paper Award at 

PSG college of Engineering.  

 

 

 

 

http://www.ijritcc.org/

