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Abstract: The field of IoT web applications is facing a range of security risks and system attacks due to the increasing complexity and size of 

home automation datasets. One of the primary concerns is the identification of Distributed Denial of Service (DDoS) attacks in home automation 

systems. Attackers can easily access various IoT web application assets by entering a home automation dataset or clicking a link, making them 

vulnerable to different types of web attacks. To address these challenges, the cloud has introduced the Edge of Things paradigm, which uses 

multiple concurrent deep models to enhance system stability and enable easy data revelation updates. Therefore, identifying malicious attacks is 

crucial for improving the reliability and security of IoT web applications. This paper uses a Machine Learning algorithm that can accurately 

identify web attacks using unique keywords. Smart home devices are classified into four classes based on their traffic predictability levels, and a 

neural system recognition model is proposed to classify these attacks with a high degree of accuracy, outperforming other classification models. 

The application of deep learning in identifying and classifying attacks has significant theoretical and scientific value for web security 

investigations. It also provides innovative ideas for intelligent security detection by classifying web visitors, making it possible to identify and 

prevent potential security threats. 

Keywords-Web Application Attacks, Machine Learning, Web Application Attack Detection, Web Attacks Models. 

 

I. INTRODUCTION  

Web applications have become a crucial component of our daily 

lives as more personal data and applications migrate to the 

cloud. However, they are a prime target for assaults due to the 

enormous volumes of sensitive user data they store. DDoS 

assaults, when requests are purposefully engineered to overload 

the server, are among the most often exploited online 

application vulnerabilities. The biggest online application 

security vulnerabilities include SQL injection and Cross-Site 

Scripting. 

There are two basic strategies for detecting such attacks: 

signature-based and anomaly-based methods. While anomaly-

based approaches create typical request profiles to spot aberrant 

requests, signature-based approaches look for specific attack 

patterns in requests. As it typically has a lower false alarm rate 

and higher accuracy, the signature-based technique is more 

widely utilized. However, the rule-based method used by Web 

Application Firewalls (WAF) has limitations. 

The effectiveness of WAFs' rule-based methods depends on 

how extensive their rule sets are, but are unable to detect 

assaults that are not in their signature collection. By 

substituting new keywords for the existing malicious requests 

that are repeatedly encoded themselves, attackers can easily 

get by WAFs. A large attack pattern set or lengthy queries 

also use a lot of computer power when comparing patterns. 

In summary, while signature-based approaches are more 

commonly used due to their accuracy, the limitations of rule-

based methods used by WAFs make them less effective in 

identifying and preventing attacks. Therefore, there is a need 

for new approaches and techniques to improve the security of 

web applications and prevent the exploitation of 

vulnerabilities. 

A. Web application attacks 

Web application attacks are malicious activities that target 

web applications to compromise their security and gain 

unauthorized access to sensitive data or systems. These types of 

attacks pose a significant threat to individuals and businesses 
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that use web applications to store or process valuable 

information. Web application attacks exploit vulnerabilities in 

the application's code or infrastructure to gain access, steal 

sensitive data, or disrupt the application's normal operations. 

There are various forms of web application attacks, such as 

SQL injection, cross-site scripting, and distributed denial of 

service (DDoS) attacks. Since web applications store, large 

amounts of sensitive data, they are prime targets for attackers, 

making it essential for businesses to implement robust security 

measures to protect their web applications. 

Different types of web application attacks use specific 

methods of attack and have unique characteristics. 

B. Types of Web application assaults 

    Web application assaults are malicious attacks that target 

web applications and exploit vulnerabilities in their code or 

infrastructure. There are different types of web application 

assaults, and each type has its specific characteristics and 

methods of attack. The common types of web application 

assaults include cross-site scripting (XSS), SQL injection, 

cross-site request forgery (CSRF), distributed denial-of-service 

(DDoS), clickjacking, and file inclusion attacks. 

Cross-site scripting (XSS) involves injecting malicious code 

into a web page viewed by other users to steal sensitive 

information or perform malicious actions on the user's behalf. 

SQL injection involves injecting SQL commands into a web 

application's database to access or modify the database, steal 

sensitive information, or perform other malicious actions. 

Cross-site request forgery (CSRF) tricks users into acting on a 

web application without their knowledge or consent, while 

DDoS floods a web application with traffic from multiple 

sources to overwhelm its servers and render it unavailable to 

legitimate users. 

Clickjacking involves tricking users into clicking on a button or 

link disguised as something else to perform a malicious action, 

such as installing malware or stealing sensitive information. 

File inclusion attacks manipulate a web application's code to 

include a malicious file on the server, allowing the attacker to 

execute arbitrary code or perform other malicious actions. Web 

application assaults can have severe consequences, including 

the theft of sensitive data, financial loss, and damage to 

reputation. 

C. Prevention of Web application assaults 

Preventing web application assaults is essential in 

safeguarding the sensitive data stored within web applications. 

The consequences of such attacks can be severe, including 

damage to reputation, financial loss, and even legal action. 

Therefore, it is critical to take effective measures to prevent 

web application assaults. 

Using a Web Application Firewall (WAF) is one of the best 

techniques to stop attacks on web applications. By examining 

the traffic between a web application and the internet, a WAF 

is a security solution created to filter out nefarious requests. It 

monitors incoming requests using a set of rules and denies 

those that match a known attack pattern. Organizations can 

considerably lower the risk of attacks like SQL injection and 

cross-site scripting (XSS) by utilizing a WAF. 

Another effective prevention measure is to keep all software up 

to date, including the web application itself, the operating 

system, and any other components used in the web application 

stack. Keeping software updated ensures that known 

vulnerabilities are patched and reduces the risk of attackers 

exploiting them. 

Implementing secure coding practices is another way to 

prevent web application assaults. Developers should be 

trained to write secure code that is free from common coding 

mistakes that could lead to vulnerabilities. This includes 

validating all user input, sanitizing data, and escaping special 

characters. 

Organizations can also use vulnerability scanning tools to 

identify potential vulnerabilities in their web applications. 

These tools can scan the web application and identify 

vulnerabilities that attackers could exploit. Regular 

vulnerability scans can help organizations identify and fix 

vulnerabilities before attackers can exploit them. 

Preventing web application assaults is critical to protecting 

sensitive data and preventing reputational damage. By 

implementing measures such as using a WAF, keeping 

software updated, implementing secure coding practices, and 

performing regular vulnerability scans, organizations can 

significantly reduce the risk of web application assaults [1]. 

 

D. Deep learning models 

Deep learning models are complex neural networks that are 

capable of learning from vast amounts of data by using a 

multitude of parameters. They can extract intricate patterns 

and features from the input data and have shown remarkable 

performance in tasks like image and speech recognition, 

natural language processing, and robotics. 

One such deep learning architecture is MRN, which employs 

multiple CNNs to extract features at different scales and 

resolutions for image classification tasks. The idea behind 

MRN is that it can capture both fine and coarse-grained 

features of an image, leading to improved accuracy. 

Another algorithm used in this proposed system is LSTM, 

which has three gates (input, output, and forget). This 

selective memory can improve performance in language 

modeling, speech recognition, and sentiment analysis. 

 

FastText, developed by Facebook's AI Research team, is a 

scalable and efficient text classification algorithm based on 
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the concept of word embeddings. It represents each word as a 

vector of real numbers, and these embeddings are then 

aggregated to represent the document as a whole. FastText 

uses hierarchical softmax to predict the class of the document 

and can handle large and imbalanced datasets. It performs 

well in sentiment analysis, topic classification, and spam 

detection tasks. 

The proposed system employs deep learning algorithms to 

analyze and classify data effectively. The quality and quantity 

of training data determine how effective these models are, 

therefore the system needs a substantial volume of high-

quality data to get the best outcomes. Additionally, the system 

requires regular updates to better account for changes in data 

trends. 

 Deep learning models have revolutionized various fields by 

significantly enhancing the speed, accuracy, and efficiency of 

many processes. This has led to improved performance and 

increased productivity in different areas, including healthcare, 

finance, and marketing. Deep learning models can identify 

patterns and extract valuable insights from large datasets, 

enabling businesses to make informed decisions and optimize 

their operations. However, the accurate use of these models 

necessitates careful consideration of several criteria, such as 

model selection, data quality, and regular updates. 

Section I deals with the introduction of web assaults, types, 

detection techniques, and deep learning models used in the 

proposed paper. 

Section II contains all the Literature works and proposed models 

of the different authors 

Section III deals with the proposed model and how web assault 

detection works and classifies different web attacks. 

Section IV contains modules and implementation techniques used 

in this model to propose the web attack detection system. 

Section V contains the outcomes and analysis of the suggested 

model. 

Section VI consists of the conclusion of the proposed system and 

its advantages and future work on the system. 

II.    REVIEW OF LITERATURE 

As cloud technologies and the Internet of Things continue to 

advance, a vast amount of data is being transmitted from 

various sensors and devices to cloud server farms for further 

analysis. While cloud-based administration and storage provide 

crucial services, they also present significant security risks, such 

as data misuse and congested cloud web servers [2]. Moreover, 

cloud IoT structures increase the likelihood of web server 

attacks as data centralization transmits information over a grant-

based connection. In light of large-scale streaming learning, 

Zhihong Tian [12]/2020 suggests a web attack region structure 

that makes use of breaking URLs. The design is intended to 

detect cyberattacks and send alarming messages. From the 

perspective of the Edge of Things (EoT), the cloud addresses the 

aforementioned issues. Different basic models are used to 

manage the ampleness of the system and the solace of reviving. 

Mohammad Hossein Amouei.[2]/2020 presented a Support 

Learning-Driven and Versatile Testing (Rodent), a mechanized 

black-box testing 8 methodology to find infusion weaknesses in 

WAFs. Specifically, they center around SQL injection and 

Cross-site scripting, which have been among the main ten 

weaknesses over the last ten years, yet Rodent can test other 

string-based code infusion assaults also. All the more explicitly, 

Rodent consequently extricates designs from assault tests of a 

far-reaching payload assortment, and groups comparative 

examples together [3]. Then, at that point, it uses a support 

learning procedure joined with a clever versatile hunt 

calculation to look through the bunches and effectively find 

practically all bypassing assault designs. Most of the time, the 

check structures that are used for online applications rely 

on common usernames and secret word-based passwords, which 

are easy to break into. Given the improved encryption method, 

progress is being made toward various complex client check 

plans eventually. 

Rashidah F. Olanrewaju.[13]/2021 proposed a robust client 

authentication system for web applications that aims to provide 

a frictionless login experience for users. The system uses an 

electronic verification scheme during client-driven login events 

and follows a clear process for verifying the user's identity at 

the login interface. The capabilities of the profiler and 

authenticator determine which of the four login components the 

proposed system will be used. The profiler component builds a 

user profile using social data from the client, including login 

time, device location, browser, and information about online 

service access. The system processes this data and creates a 

client profile using a profiler that utilizes the authenticator 

capabilities. The study results show that the proposed system 

outperforms other authentication plans for real-time web-based 

applications. Compared to the current authentication plans for 

premium web applications, the proposed strategy reduces delay 

by about 10%, increases response time by 7%, and limits 

memory use by 11%. Overall, the proposed system is effective 

in providing a frictionless login experience for users, while 

ensuring the security and privacy of their personal information. 

This is obvious proof that security issues connected with web 

applications are, as of now, certified issues. In the examination 

of Chang and Choi, the makers inspected permission control 

and client confirmation and endeavored to research an immense 

issue and related investigation challenges. 

Facial approval has turned into an ever-expanding number of 

renowned confidential contraptions. As a result of its 

convenience, it very well may be for the most part sent for 

web organization confirmation as soon as possible, by which 

people can without a doubt sign on to online records from 
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different devices without recollecting long passwords. In any 

case, the increasing number of attacks on artificial 

intelligence, especially on deep neural networks (DNN), 

which are routinely used for facial affirmation, poses gigantic 

troubles for the successful completion of such web-based face 

affirmation. Even though there has been a focus on shielding 

some computer-based intelligence attacks, we have close to 

zero insight into a specific effort committed to the web 

organization's facial check setting. 

Dalton Cole. [26] at first, shows another information-harming 

attack that doesn't have to have any data on the server side and 

just necessitates an unassuming bundle of vindictive photo 

mixtures to enable an attacker to copy the setback in the 

ongoing facial approval structures easily. Then, at that point, 

they propose a smartwatch approach called Defeat that utilizes 

significant learning techniques to distinguish such behaviors. 
Revathy, S.[4] proposed hybrid machine learning attack 

detection algorithm based on feature selection   and feature 

discretization methods like Equal Width Discretization   

integrated with   SSC-OCSVM   algorithm to identify   

security   attacks. 

A framework based on stopping DNS attacks was proposed by 

Wen-Bin Hsieh [15] \ 2020. Programmers use a variety of 

tactics to launch digital assaults to take advantage of the Web, 

which has possibly emerged as the most important innovation 

on the planet. One of the most well-known social engineering 

attacks is phishing, which is frequently used to steal credit 

card numbers and login credentials from customers [5]. Even 

though the vehicle layer security test is used to check a 

website's trustworthiness, there are still flaws. A lot of 

research has been done on believed IP addresses, including IP 

whitelisting. A smart contract can be utilized to secure the 

URL and IP address of a permission site on the blockchain. 

This can be achieved by implementing a smart contract that 

performs a DNS query to prevent URL redirection attacks. The 

immutable nature of the blockchain can help to identify 

phishing sites, providing a long-lasting solution to this 

problem. The effectiveness of the proposed system can be 

validated through a comparison with existing related works, 

demonstrating its security benefits. 

Saravana Balaji B. [14]/2021 proposed a SQL injection 

recognition framework. The SQL injection causes by far most 

users to rely upon different kinds of informational indexes be 

they used in any contraptions, or defenseless against 

computerized risk. SQL Injection should be perhaps the 

greatest risk that an informational index poses to assembling 

applications concerning the web [6]. The vulnerability of a 

database to SQL injection renders all of the client’s information 

in the database susceptible to theft or misuse. Although recent 

SQL injection models have been able to detect patterns they 

have seen before or those they are programmed to identify, 

they are unable to classify new patterns. The success of the 

system will depend on its ability to recognize and identify all 

types of injection methods. The model will handle all 

component extraction and analysis, with the user only 

required to input the text. Currently, traditional username and 

password-based authentication systems used for electronic 

applications are easily compromised. To address this issue, 

complex user authentication schemes have been developed 

using advanced encryption systems. 

Derya Erhan. [11] /2020 proposed an automated 11-layered 

user authentication system for web applications in 2020, 

which offers a frictionless experience for users during login 

events. According to the capabilities of the profiler and 

authenticator, this system uses an acceptable user 

authentication method that incorporates four different login 

structures to guarantee the uniqueness of user identities. The 

authenticator processes the profiler's collection of user social 

data—such as login time, device location, browser, and 

information about web interactions—to generate a user 

profile. 

According to the study's findings, this suggested technique is 

superior to alternative authentication methods for real-time 

web-based applications. Comparing the proposed approach to 

distinct and current authentication schemes for premium 

online apps, the latter saves memory consumption by 11%, 

speeds up response time by 7%, and reduces latency by 10%. 

Liu Yan.[8] /2020 proposed an improved system for user 

authentication in web applications that offers a seamless 

experience. The proposed system employs an automatic 

authentication procedure that the user starts when they log in. 

The system keeps user IDs at the login interface unique and 

suggests an effective authentication procedure. Four 

alternative login formats are used during the authentication 

process, which depends on the capabilities of the profiler and 

authenticator [7]. To build a comprehensive user profile using 

a 12-profiler, the profiler analyses user social data including 

login time, device location, browser, and web interaction 

details. According to the study's findings, the suggested 

system performs better for real-time web-based applications 

than alternative authentication techniques [9]. The suggested 

solution decreases delay by about 10%, improves response 

time by 7%, and uses 11% less memory when compared to 

distinct and existing authentication schemes for premium 

web-based apps. 

III     PROPOSED MODEL 

The centralized nature of IoT cloud environments can affect 

the use of distributed services, including the security of IoT 

applications. As new IoT applications emerge in the Edge of 

Things (EoT) paradigm, novel security models, controls, 

and options are needed to be presented at the edge of the 
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cloud. This paper proposes a distributed framework for 

detecting web attacks, specifically DDoS attacks, using deep 

learning techniques. The proposed approach uses a 

deception model that leverages novel deep learning 

architectures such as convolutional neural networks (CNNs) 

and natural language processing (NLP) models to detect 

various types of code injection attacks. Additionally, the 

framework includes delegated protection components, 

which are systems designed to counter web attacks when 

they occur. The proposed framework utilizes AI algorithms 

to preprocess and compare datasets, and to identify 

vulnerabilities in applications that may lead to attacks 

[8][17]. 

The web application attack detection model shown in Figure 

1 is a comprehensive approach to protecting users from cyber 

threats. The model operates by analyzing the URLs visited 

by users and processing the data to generate a feature 

representation. This feature representation is then used in 

training and testing with intermediate vector classification 

using various algorithms to identify potentially malicious 

connections [10]. Once the training and testing phase is 

complete, the model generation component is used to block 

any connections that are flagged as malicious, predict 

suspicious scores based on the type and severity of the attack, 

and exclude websites where attacks are not predicted [11]. 

This predictive capability is particularly important in the 

fight against cybercrime since it allows for the identification 

and mitigation of potential threats before they can cause 

significant harm. 

By leveraging the power of machine learning algorithms, the 

web application attack detection model can analyze vast 

amounts of data in real-time, allowing for quick and 

effective threat detection [12][13]. Moreover, the model can 

be updated regularly to ensure that it remains effective 

against emerging threats. Overall, the web application attack 

detection model represents a significant step forward in the 

ongoing battle to protect users from cyber threats and to 

promote a safer and more secure online environment for all. 

 

Figure 1. Web application Attack and detection of the attack 

 

IV       IMPLEMENTATION 

The proposed model for web attack detection includes: 

 

1. Feature selection 

2. Multivariate correlation analysis 

3. Decision-making module 

4. Evaluation of attack detection 

A. Feature selection module 

This module extracts important elements from inbound 

traffic on the entrance network and redirects them to the 

internal network, where secure servers reside and are used to 

build traffic profiles over time. By focusing on relevant 

inbound traffic, and monitoring and analyzing the target 

network, we address the issue of identifying malicious 

activities. This also enables our detector to provide optimal 

protection, as the traffic profiles used by the detectors are 

tailored to the specific internal network with fewer 

connections. 

B.  Multivariate correlation analysis 

Multivariate correlation analysis is a technique used to 

identify the relationship between two specific elements in 

each traffic record. This analysis uses the "Triangle Area 

Mapping" module to isolate these relationships. In the basic 

step, or by standardizing the traffic record in this step using 

the "Element Standardization" module, disruptions in 

network connections alter these relationships, which can be 

used as indicators to detect malicious activities. The analysis 

considers the removed relationships collectively, 

particularly the triangular areas stored in Triangle Area 

Maps, to override less important or standard elements. 

Essentially, this analysis helps to identify patterns and 

anomalies in traffic records to improve network security. 

C. Decision-making module 

The proposed model includes a Decision-making module 

that uses an anomaly-based detection mechanism to identify 

DoS attacks without prior knowledge of the attacks. This 

mechanism enhances the resilience of the detectors, making 

them difficult for attackers to evade. The module consists of 

two phases: the Training Phase and the Test Phase. During 

the Training Phase, profiles for different types of legitimate 

traffic records are generated and stored in a database. In the 

Test Phase, profiles for individual observed traffic records 

are generated and compared with the respective stored 

normal profiles in the Attack Detection module [14]. A 

threshold-based classifier is used by the Attack Detection 

module to distinguish between DoS attacks and genuine 

traffic. This method is more effective and challenging for 

attackers to get around since it avoids the time-consuming 

process of analyzing attacks and continually updating attack 
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signatures. Attackers must produce attacks that correspond 

to the typical traffic profiles produced by a particular 

detection algorithm, which is a difficult task that calls for 

proficiency in the targeted algorithm [15][16]. 

D.          Evaluation of attack detection 

The evaluation process involves the utilization of 10% 

labeled data from the KDD Cup 99 dataset. This dataset 

comprises various types of legitimate traffic, including TCP, 

UDP, and ICMP traffic, as well as six different types of DoS 

attacks, such as Teardrop, Smurf, Pod, Neptune, Land, and 

Back attacks [17]. To streamline the evaluation process, 

records are initially filtered and then categorized into 

clusters based on their respective labels. 

V   RESULTS AND DISCUSSION 

A.  LSTM (Long Short-Term Memory) 

A subset of recurrent neural networks called LSTM, or long 

short-term memory, are neural networks. Due to its 

effectiveness in processing sequential data, including speech 

recognition and natural language processing, it has gained 

popularity. Traditional RNNs struggle with the vanishing 

gradient problem, which makes it difficult for the network 

to learn long-term dependencies in sequential data. By 

utilizing a memory cell, LSTM networks can selectively 

forget or remember information over an extended length of 

time. The input gate, forget gate and output gate are the 

three gates that make up the memory cell and regulate the 

flow of information into and out of the cell. These gates 

enable the network to remember important information over 

extended periods while disregarding irrelevant information, 

allowing it to learn long-term dependencies in sequential 

data [15]. 

These gates use a combination of the sigmoid and tanh 

activation functions to selectively remember or forget 

information, making it easier for the network to capture 

long-term dependencies in the sequential data. This makes 

LSTM an ideal choice for various applications that involve 

processing sequential data. 

LSTM models consist of several layers of these memory 

cells and gates. Each layer can be thought of as a separate 

processing step, where the inputs are processed sequentially 

and passed through the gates [18]. 

The architecture of LSTM has proven to be highly effective 

in modeling sequential data, and it has been mostly adopted 

in both academia and industry [19]. In recent years, various 

modifications and extensions of the basic LSTM 

architecture have been proposed, such as the Gated 

Recurrent Unit (GRU) and the Peephole LSTM, which have 

further improved the performance and capabilities of the 

model. 

 

 
Figure 2. Graph for True and false positive rate using LSTM 

Algorithm 

 

B. Random Forest Classifier 

A machine-learning technique used for classification jobs is 

the Random Forest Classifier. It entails creating several 

decision trees, combining the output from each, and then 

making a final forecast. The decision tree algorithm builds a 

tree-like model that depicts a series of decisions and their 

associated results [20]. Random Forest takes this one step 

further by generating multiple decision trees and then 

combining their predictions to create a more reliable and 

accurate model. 

 

 
Figure 3. Graph using Random Forest Classifier 

 

C. XGBoost Classifier 

XGBoost (short for Extreme Gradient Boosting) is a 

commonly used machine learning algorithm that belongs 
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to the boosting family of algorithms. It is an ensemble 

method that combines predictions from multiple individual 

models, typically decision trees, to generate a final 

prediction [21][22]. XGBoost is renowned for its 

scalability, speed, and accuracy and often outperforms 

other popular algorithms like random forests and gradient-

boosting machines. The algorithm works by progressively 

adding decision trees to a model, with each tree trained on 

the errors or residuals of the previous trees [22]. Thus, each 

new tree aims to correct mistakes made by the previous 

trees, resulting in reduced bias and variance and improved 

overall performance. 

Here are some of the key features of the XGBoost classifier: 

Gradient boosting: XGBoost uses a gradient boosting 

technique to iteratively add decision trees to the model. Each 

new tree is trained on the residuals of the previous trees, 

which reduces the bias and variance of the model and leads 

to better performance. 

Regularization: XGBoost offers several forms of 

regularization, including L1 and L2 regularization. 

Feature importance ranking: XGBoost provides a feature 

importance ranking that can help identify which features are 

the most important for making predictions. This can be 

useful for feature selection and understanding the underlying 

patterns in the data. 

Early stopping: XGBoost offers early stopping, which allows 

the algorithm to stop training once the performance on a 

validation set stops improving. This can help prevent 

overfitting and save time and computational resources. 

Parallel processing: XGBoost supports parallel processing 

on a single machine or across multiple machines, which can 

significantly speed up training and improve scalability. 

Handling missing values: XGBoost can handle missing 

values in the data and can automatically learn how to treat 

them based on the other available features. 

Customizable loss functions: XGBoost allows users to define 

their custom loss functions, which can be useful for solving 

specific problems or optimizing for certain metrics. 

It can be used in many applications and can deliver state-of-

the-art performance. 

 

Figure 4 represents the F Score graph generated using the 

XGBoost Classifier. 

 

Figure 4. F Score Graph for XGBoost Classifier 

 

D. MRN model 

A type of neural network architecture that can handle several 

data kinds, including images, audio, and text, is the 

Multimodal Residual Network (MRN) model. It 

accomplishes this by fusing these various input modalities 

into one [24]. The ResNet model, which takes advantage of 

residual connections to train deep neural networks more, 

serves as the foundation for the MRN model. To help the 

network learn how to integrate the various modalities, 

residual connections between them are introduced in the 

MRN model [23]. This method has been effectively used for 

a variety of applications, including multimodal sentiment 

analysis, visual question answering, and image captioning. 

On several benchmark datasets for various tasks, the MRN 

model has proven to deliver state-of-the-art outcomes. 

The MRN, LSTM, and CNN models are only a few of the 

deep-learning models used by the EDL-WADS system to 

identify web-based attacks [25]. To increase accuracy, true 

positive rate (TPR), and false positive rate (FPR), the system 

uses an ensemble classifier and thorough check, which 

aggregate the findings from the individual models. The 

EDL-WADS system is better at identifying web-based 

threats than the MRN paradigm. 

This is demonstrated in Figure 5, where EDL-WADS 

surpasses each of the three independent models, proving its 

capacity to precisely blend the outputs of various deep-

learning models. 
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Figure 5. Comparison of EDL-WADS Accuracy, TPR, and 

Precision with other models. 

 

 The results indicate that MRN had the highest performance 

among the three models, meaning it had the highest accuracy 

or performed the best in terms of the specific metric being 

evaluated. In contrast, CNN had the worst performance among 

the three models. 

VI    CONCLUSION AND FUTURE DIRECTIONS 

A new web attack detection system named EDL-WADS is 

specially designed for the Internet of Things. The system 

comprises four modules, which include a feature learning 

module, three deep learning models, an all-encompassing 

decision module, and a tweaking and refreshing module. The 

feature learning module creates representations of URL 

requests, while the second module uses three different deep 

learning models to produce a variety of representations of 

URL requests. The final decision is then made by the 

comprehensive decision module using a group classifier after 

these representations have been combined by the feature 

learning module. The fourth module is a tweaking and 

refreshing module that dynamically aligns and updates the 

three deep learning models. The system is evaluated using 

different datasets to assess its effectiveness in detecting web 

attacks. The suggested model also looks into ways to enhance 

EDL-WADS's capacity to identify new varieties of web 

attacks and boost the system's efficiency by examining 

various deep-learning models. 
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