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Abstract 

Telugu language is considered as fourth most used language in India especially in the regions of Andhra Pradesh, Telangana, 

Karnataka etc. In international recognized countries also, Telugu is widely growing spoken language. This language comprises of different 

dependent and independent vowels, consonants and digits. In this aspect, the enhancement of Telugu Handwritten Character Recognition (HCR) 

has not been propagated. HCR is a neural network technique of converting a documented image to edited text one which can be used for many 

other applications. This reduces time and effort without starting over from the beginning every time. In this work, a Unicode based Handwritten 

Character Recognition(U-HCR) is developed for translating the handwritten Telugu characters into English language. With the use of Centre of 

Gravity (CG) in our model we can easily divide a compound character into individual character with the help of Unicode values. For training 

this model, we have used both online and offline Telugu character datasets. To extract the features in the scanned image we used convolutional 

neural network along with Machine Learning classifiers like Random Forest and Support Vector Machine. Stochastic Gradient Descent (SGD), 

Root Mean Square Propagation (RMS-P) and Adaptative Moment Estimation (ADAM)optimizers are used in this work to enhance the 

performance of U-HCR and to reduce the loss function value. This loss value reduction can be possible with optimizers by using CNN. In both 

online and offline datasets, proposed model showed promising results by maintaining the accuracies with 90.28% for SGD, 96.97% for RMS-P 

and 93.57% for ADAM respectively. 

Keywords: Handwritten Character Recognition (HCR), Telugu Unicode’s, Language Translation, ML optimizers 

1 Introduction 

Now-a-days the demand for automated models has 

drastically increased due to identification and extraction of 

characters that are available in image and documentation 

formats. The pixel quality of an image is one of the main 

factors to extend identification accuracy [1]. Hence, in order 

to overcome this limitation especially in image data like 

removal of noise, malformation in the image or picture at 

the time of scanning. Most of the language translation 

research works are carried out on globally recognized 

languages [2]. One of the most challenging tasks for 

recognition is Hand Written Character (HCR) particularly in 

English, Chinese and Arabic languages.So, it can be made 

clear that recognition of regional languages is a complex 

research area due to different shapes, size and stokes 

especially for the languages like Telugu in Andhra Pradesh 

and Telangana states of India [3]. 

India is considered as one of the most 

multilanguage country. There are 23 organization common 

languages in 12 different main scripts. Of them Telugu 
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language is the ancient language having the consonants and 

vowel count of 16 and 32 respectively [4].Also, that 

characters that are designed through combining the 

consonants and vowels are 560 ‘guninthalu’ having 612 

letters. Due to different categories this becomes complex in 

identifying the Hand Written Telugu language letters 

particularly in ‘guninthalu’ [5]. Each letter is closely related 

to another letter in Telugu language. Many of the authors 

endeavoured in identifying the regional languages 

particularly Telugu language by matching the characters by 

the templates and other methodologies [6].  

Due to the increase in number of resources like 

offline written text, images, latest technology devices have 

advanced online Telugu data identification is considered as 

one of the active and challenging research areas in the study 

of pattern identification [7]. Telugu is considered as the 

regional language in Southern India and is the native 

language. For identification of the starting and ending letter, 

the Telugu language has many characters [8]. These are 

divided into two types consonant and vowel characters. In 

few languages it becomes more complex for recognition due 

to different shapes, size and the count of letters in particular 

language [9]. The Telugu language has more count of letters 

which represent the same shape [10]. 

The new technology of Handwritten Character 

Recognition (HCR) is used in making tasks easier. The main 

property of HCR is instead of using an image; this helps to 

convert mechanical translation into machine encoded text 

that can be of typed text, scanned paper, handwritten and a 

subtitle text superimposed [11]. To gather data from hard 

paper texts such as photos, journals and magazine involves 

in time consuming process [12]. To overcome this HCR is 

used to capture the image either from handwritten or typed 

text; also, it can capture the images through webcams [13]. 

By maintaining the accuracy of 90 percent, the typed text is 

captured and with an accuracy of 40-50 percent the 

handwritten text is read. This is very useful in converting the 

photos or scanned document into text that which can be 

accessed by the computer. It is mainly helpful for the data 

that is handwritten [14]. It is mainly used in the receipts 

related to banks, business cards, old documents and other 

relevant text documents. Developing technology helps in 

finding the innovative ways of finding all documents relying 

on knowledge with these HCR applications [15].  

The HCRs are adopting extensive measures of the 

reports either in the form of typed formats aligned or 

handwritten to computer understanding code, without any 

change, variation and different parameters [16]. The 

handwritten analysis is normally referred as on-line and off-

line identifications. 

Recognition of the characters is enhanced through 

handwritten characters. On the other hand, automatic 

translators are required in case of offline handwritings. In 

this type, the text is converted to a picture of codes which 

can be used for analysis of text [17]. In general, offline 

handwriting is complex since there are many modes of 

handwriting from different individuals. The technique of 

HCR involves in analysing of the patterns, Artificial 

Intelligence, processing of the signal and machine vision 

[18]. These methodologies are commonly used in 

identification of the offline handwritten characters. They are 

used to identify the image of characters which is helpful to 

understand by the system [19]. This can be implicated with 

the use of mechanical or electronic translators without 

having any variations for pictures of the offline handwritten 

characters or data that is typed as text [20]. The working 

flow of the U-HCRmodelas shown in Figure 1. 

 

Figure 1: Proposed flow of U-HCR 

In the field of video and image evolutions, internet 

is playing a key role in overflow of pictures as well as 

videos. These are giving enough ways for developing more 

research programs in the both representations to make 

understand better for common people regarding the complex 

tasks and methodologies [21]. Due to the updated 

technologies like Machine learning and Artificial Neural 

Networks (ANN) latest methodologies are evolved in the 

recent years. Of them the Convolution Neural Network 

(CNN) is one of the most innovative frameworks. By using 

this CNN in processing of an image is advantageous as 

ANN performance degenerated in identification of object 
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and classification of an image. The better the CNN is 

accessible, the research with CNN in picture initialization of 

the attributes increased tremendously. These have various 

benefits in different categories including natural language 

processing (NLP), speech and vision identification. 

The main objectives of this work are detailed below: 

• The Telugu language characters / letters / digits in 

the scanned image are identified. 

• During the pre-processing phase, misclassified 

letters and unwanted pixels are removed. 

• Segmentation is applied on every letter/character in 

the input image. 

• Based on the dimensions and shapes, the pattern is 

identified based on labelled images. 

• According to the pattern, the Unicode’s mapping is 

done on each character. 

• Based on these Unicode’s the concatenation among 

the letters becomes easier. 

• Generating a Target language character by using 

feature extraction process. 

The remaining sections are arranged as: Existing works 

and its limitations are discussed in ‘Section-2: Related 

Works’, Methodology of the proposed Unicode’s based 

HCR is elaborated in ‘Section-3: Methodology’, The results 

and discussions of the proposed model with various 

parameters are discussed in ‘Section 4: Results and 

Discussions’. The conclusion of this work with path to 

future scope is discussed in ‘Section 5: Conclusion and 

Future Scope’. 

2 Related Works 

B. Soujanya et al. [22], In comparison to certain 

other languages such as English, Chinese and Japanese, 

the handwritten identification in Indian languages like 

Telugu, Hindi etc has received less emphasis. In this work, 

the authors used various optimization methods like gradient 

descent, Root Mean Square (RMS) and assessment methods 

like Adaptive estimation. These methods are used for 

classifying Telugu language character through convolution 

model. CNN can be used to get around the drawbacks of 

conventional methods for machine learning. Various 

handmade ‘Telugu guninthalu’ served as the input for the 

creation of the data set that served as the basis for 

this model. In comparison, the RMS optimizer performs 

94.26% better than the Adaptive and gradient 

descentestimators.In order to recognize the spatial qualities 

of a character image, such strong filters frequently use 

weights learning from spatial characteristics of each lower 

level. Hyper Parameters are the values used in this model. 

When learning initially starts, these characteristics may have 

an impact on both the network design and the training. 

N. Sarika et al. [23], The Convolutional model is 

working according by first detecting Telugu text as image 

letter by letter, analysing the image file, and then 

transforming the input image into ASCII codes.The 

OCR technology is used to convert text contained in an 

image into textual form. Pre-processing, character 

segmentation, features extraction, and postprocessing are the 

three primary components of the OCR technique.This 

recognition model produces an accuracy with 92% and it 

was trained using a Telugu characters large dataset that can 

contain up to 1600 characters. 

R. Kibria et al. [24], There are numerous important 

possibilities for a systematic method of handwritten 

character recognition and identification using SVM. 

This method extracts characteristics to categorise the deep 

structural characteristics of Bangla Language characters. 

The feature extracted classification methods like Histogram 

gradients, Diagonal, Partitioning was used. Each letter is 

given a length of 80 variable feature representation as an 

outcome of this strengthened, potent combination of 

characteristics which is proven to be sufficient to accurately 

and individually identify every letter.The collected vectors 

are then employed in the SVM classifier for training and 

testing phases, when characters are classified and evaluated 

to their assigned categories. The findings obtained 

demonstrate greater classifier performance accuracy with 

88.73%. 

Vijaya Krishna et al. [25], Telugu text detection 

system converts printed and handwriting characters into 

appropriate text formats, is still a challenging issue. To 

achieve this, in this study a powerful Telugu Language text 

identification model for both printed and hand-written 

symbols is introduced. This method seeks to find and 

identify both printed and handwritten letters that are present 

in an input image. Mainly, the adaptive filtering approach is 

used to pre-process an image.To create useful regions, 

techniques for line, letter, and text separation methods are 

used. Additionally, feature extraction uses the combination 

of Efficient and Capsule Networks.In order to find and 

identify different characters that are present within the same 

image, a detection technique is developed. This technique 

includes a variety of functions, including pre-processing, 

character segmentation, extraction of features relying on 

optimizer, fusion and hyperparameters. 

Ramegowda et al. [26], The development of a 

convolutional neural model for automated character 

segmentation. The written images are first obtained from the 
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Chars74K and MADbase numeral datasets, followed by the 

data is pre-processed using skew identification and Gaussian 

filtration methods.Furthermore, the projected characteristic 

and thresholding methods are used to separate the specific 

lines and letters from the input images.The characteristics 

are used to features extracted from the segmentation results, 

and the Elephant Herding Optimization (EHO) approach is 

used to choose the discriminant features.The memory-

based network classifies various classes such as 64 in 

English, 10 in Arabic, and 657 in Kannada using the chosen 

features.On the ‘chars74K’ and ‘MADbase’ digits datasets, 

this proposed model recognisedArabic, Kannada and 

English with 99.93%, 96.67% and 96.66%accuracy. To 

enhance the quality of the handwriting images, gaussian 

filtering and skew identification approaches are used. 

Srinivasa Rao et al. [27], When constructing 

compound characters, there have been a large number of 

possible combinations of modifiers and consonants. A 

composite character is created when several symbols are 

combined. Telugu has a large number of output groups, 

which leads to significant interclass variance.We present 

two methods to enhance character or glyph classification in 

a Telugu OCR system. The capacity to recognise Telugu 

language is essential for Telugu OCR.Network nodes in an 

image are groups of similar pixels that are joined together 

using either 4- or 8-pixel connection.This research develops 

a 95% effective deep learning approach with interconnected 

tagging prototype and classification for Telugu character 

recognition. 

Srinivasa Rao et al. [27], The automatic model that 

is being suggested can recognise both handwriting Bangla 

and Odia digits and letters with optimum optimization 

performance. This suggested model primarily addresses the 

three components of the characteristic hyperparameter.First, 

multidimensional characteristics from the character images 

are derived using the discrete transform.  Next, the features 

vector dimension is decreased using PCA and Discriminant 

analysis together.  Finally, SVM and random forest (RF) are 

used to classify these features. 

 

Table 1: Summary of Existing research works carried out in same field of study 

Author Model Approach Work benefits Accuracy 

B. Soujanya et 

al. [22] 

Convolution 

Neural Network 

(CNN) 

1. Adam 

Optimizer 

2. Root Mean 

Square  

3. Gradient 

descent 

1) CNNs use a variety of filters made of 

adjustable parameters to connect with an 

image in order to detect characteristics like 

edges and shapes. 

2) This model requires a greater number of 

epochs and total parameters in training phase. 

94.26% 

N. Sarika et al. 

[23] 

VGG-16 with 

base as CNN 

1. LeNet 

2. AlexNet 

3. ZFNet 

1) Identification of Telugu character can be by 

ASCII codes. 

2) Text to voice output conversion 

3) Due to the sizes of input images such as 

224x224 and 128x128, this model takes more 

time to classify single letter. This approach 

becomes complex for voice conversion. 

92% 

R. Kibria et al. 

[24] 

Support Vector 

Machine 

1. Longest Run 

Feature 

2. Histogram and 

Diagonal 

1) This model suitable for small datasets for 

extracting the features from an image through 

histogram and diagonal bases methods. 

2) Stokes identification becomes complex in 

terms of concatenation with different 

handwritten fonts. 

88.73% 

Vijaya Krishna 

et al. [25] 
CNN 

1. Aquila 

optimizer 

2. LSTM 

1) Detection on both printed and handwritten 

characters. 

2) Using Telugu text dataset, a thorough 

research of the proposed model is developed, 

and the simulation results depict the 

superiority of the suggested printed and hand-

written technique over the most current state-

of-the-art methods with an average accuracy 

of 99.22%. 

3) To memory cell works on same character 

images.  

99.22% 
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Ramegowda et 

al. [26] 
LSTM 

1. Difference 

Moment 

Normalized 

(IDMN)  

2. Enhanced 

Local Binary 

Pattern (ELBP) 

1) Handwritten character recognition that is 

cross-lingual 

2) Elephant Herding Optimization (EHO) 

3) The multidimensional structure of the 

selected features makes the system more 

difficult. 

96.66% 

Srinivasa Rao 

et al. [27] 
CNN 

1. Interrelated 

Tagging 

Prototype 

2. Multi-Layer 

Perceptron 

Telugu character identification by using 

multi-layer perceptron and interconnected 

tagging prototype.  

95% 

U-HCR 

(Proposed 

model) 

CNN with 

ReLU activation 

1. Adam 

Optimizer 

2. Root Mean 

Square  

3. Gradient 

descent 

4. Rectified 

Linear Unit 

5. Sigmoid 

1) All the optimizers are used with respective 

to ReLU activation function. 

2) Optimizers with Unicode’s and without 

Unicode’s are analysed on each character. 

3) The number of epochs to train a model 

becomes less due to Unicode based 

recognition.  

SGD: 

90.28% 

RMSP: 

96.97% 

ADAM: 

93.57% 

 

From the research works [22-27], it is observed that Deep 

Learning (DL) models are implemented in recognizing the 

parameters. The summary of these existing works are listed 

under Table 1. But in case of regional languages this 

recognition becomes complex due to bulk database 

requirement for training of each and every character. It is a 

time-consuming process which requires a greater number of 

epochs. To overcome this, the idea of Unicode’s is 

implemented. Since, the structure of Unicode’s remains 

same for different size, stoke, dimension of same character. 

Therefore, this mapping reduces the number of epochs to 

train each and every character when compared to traditional 

character recognition.  

3 Methodology 

3.1 Hand Written Recognition (HCR) with Unicode’s 

The HCR methodology consists of various phases namely, 

digitization, segmentation, pre-processing and extraction of 

the features are as follows: 

• Digital character: The process of converting hand 

written data into machine understandable language 

is referred to as digitization. In this method each 

character contains of each data. The document that 

is scanned using this method is electrically 

transferred and showed in a picture format. Under 

this process, the digital picture is scanned through 

various type of sources are considered as future 

phase in the initialization stage. 

• Pre-Processing: In this phase the group of 

operations is performed on the scanned input 

picture. Due to this the rendering of the picture is 

increased such that the ‘Gray’ stage text picture is 

initialized to fit in size of window which can be 

used for segmentation phase. Once after the noise 

is removed, then the bitmap picture is developed. 

Later this picture is converted into concentrated 

picture. 

• Image Segmentation: In this phase, the picture is 

removed from the initial characters. It becomes 

complicated to divide into different categories in 

case of hand written characters when compared to 

that of the normal printed document. This is 

because of the scanned characters size, number of 

words, kind of paragraph, its scale and slant. 

Sometimes it becomes possible to merge two 

adjacent letter which becomes complex in the 

segmentation phase. While an enhancement is done 

in the either of the zones this complication of 

overlapping arises. 

• Unicode’s mapping:It is defined as the standard 

encoding system that is used to define the 

characters or letters from different languages. 

Likewise in case of Natural Language Processing 

(NLP), it handles various languages with numerous 

character groups. Each letter is encoded with a 

different integer point of code that lies among 0 

and 0*10FFFF. It can be a sequence of zero or 

many points of code. During the encoding formats 

if the Unicode value exceeds, it utilizes one byte 

for every letter and is technically referred as point 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

DOI: https://doi.org/10.17762/ijritcc.v11i10.8497 

Article Received: 30 July 2023 Revised: 19 September 2023 Accepted: 06 October 2023 

___________________________________________________________________________________________________________________ 

 
    349 
IJRITCC | October 2023, Available @ http://www.ijritcc.org 

of code. The main advantage of these Unicode’s is 

that it can be used in any type of system without 

any loss of data. 

• Extraction of Features: During this phase, the 

isolated letters are separated. These attributes of the 

input letter make it work to note a letter in such a 

way. In order to determine the letters or characters 

different alignments are used. Few of them are 

Crossover, convert letters, open edges, diagonal, 

letters, area letters, directional factors, parabolic 

curve shaped factors and power shaped groups. 

The structure of Telugu language is mainly depending as 

Vowels → Dependent vowels → Consonants. The Unicode 

values for Telugu vowels as shown in Figure 2. The 

dependent vowel signs along with digits and its Unicode’s 

are shown in Figure 3. The list of Unicode values for Telugu 

consonants are given in Figure 4. 

 

 

Figure 2: List of Telugu language vowels with Unicode's 

 

Figure 3: List of dependent vowel signs, digits and its Unicode’s 

 

Figure 4: List of Telugu language consonant with Unicode's 
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3.2Centre of Gravity partitioning  

To recognize letters in an image, the Centre of Gravity (CG) 

is used in feature extraction phase. The characters gravity 

centre format is initially used in identifying its location, 

which position the data of character like size, shape, 

dimension etc. are obtained. Now the raw image is analysed 

by removing its edges.The area around the character is 

scanned on that edge image to identify particular size of the 

character. The positions of 𝐶𝐺(𝐶𝑥, 𝐶𝑦) for any character 

structure are given by equations 1 and 2. The centre 

identification by CG approach is shown in Figure 5. 

𝐶𝑥 =  
1

𝑚∗𝑛
 𝑥 ∗ 𝑓(𝑥, 𝑦) ;  𝐶𝑦 =  

1

𝑚∗𝑛
 𝑦 ∗ 𝑓(𝑥, 𝑦) 

            (1) 

𝑓(𝑥, 𝑦)  = {
1; ∀ 𝑏𝑙𝑎𝑐𝑘 𝑝𝑖𝑥𝑒𝑙𝑠

0;   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
}   

  (2) 

Here, 𝑚 ∗ 𝑛 represents the dimensions or number of pixels 

in an image. 

 

Figure 5: Centre based partitioning of a character using CG 

To obtain the feature vectors the highlighted black column 

for every character based on its row, column and diagonals 

are required.These feature vectors𝐹𝑣  are generated based on 

following steps. 

Step 1: The centre identification of a character is well 

recognized on labelled image based on top, bottom- and 

base-line strokes in input image.  

Step 2: The pixel in the concerned direction is labelled and 

the preceding pixel in the same direction is also labelled 

then the count will be increased. 

Step 3: After attaining the initial pixel in a group of raw 

pixels, the count is compared with the highest length of 

sequential labelled bars. 

Step 4: Larger group of labelled bars for every character 

with particular direction is added and normalized to the total 

count of labelled pixels in the partitioned image is given by 

the equation 3. 

𝐹𝑣 =

 
𝑆𝑢𝑚 𝑜𝑓 ℎ𝑖𝑔ℎ𝑒𝑠𝑡 𝑝𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑙𝑎𝑐𝑘 𝑐𝑜𝑙𝑜𝑟𝑒𝑑 𝑝𝑖𝑥𝑒𝑙𝑠
 

   (3) 

3.3 Convolution Neural Network (CNN) 

The most commonly used model is CNN that has spread to 

tackle an enormous range of visual picture applications, 

categorization of the items and different formats of audio. 

These are brought into use by using the mathematical 

notations. In a multi-layer network, there will be multiple 

layers. This method takes raw pixel values as input rather 

than factor vectors that are involved in machine learning. 

There were different types of CNNs, since they have the 

same normal framework. The structures include a pooling 

layer, completely connected layer and a convolution layer as 

shown in Figure 6 and the summary of the CNN with 

35,64,36 trained parameters is given in Table 2.The working 

procedure are as follows: 

• Convolution Layer: In this layer the pictures 

entered as input are cleaned using this layer. This is 

used in recognizing the letters which are required to 

identify identical regions while analysing. The 

stretched picture needs the convolution method 

with the required attributes. Using a kernel, the 

input data is converted to a factor map through 

neural network. 

• Pooling Layer: In this layer the features are 

gathered from the convolution layer are received. 

http://www.ijritcc.org/
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On maintain the crucial text, it also decreases the 

size of the picture. It obtains the best fir value by 

obtaining the larger value from each layer. In this 

layer it reduces the image to lower the count of 

attributes and probabilities in the process. One of 

the complex techniques in this is max pooling. It 

always chose the higher elements from the factor 

map covered through the filter.  

• Fully connected layer:The extracted high-level 

image that is filtered are divided through various 

layer in the last layer. Every attribute present in the 

layer is connected to each other below it. In most of 

the designs the convolution and pooling are 

interconnected in many of the models. 

 

Table 2: Summary of CNN architecture 

Layer Name Output Shape Number of parameters 

Convolution_2D_1  
28x28x32 

320 

Leaky_ReLU activation 0 

Max_pooling_1 14x14x32 0 

Convolution_2D_2 
14x14x64 

18496 

Leaky_ReLU activation 0 

Max_pooling_2 7x7x64 0 

Convolution_2D_3 
7x7x128 

73856 

Leaky_ReLU activation 0 

Max_pooling_3 4x4x128 0 

Flatten Layer 2048 0 

Dense Layer 128 262272 

Leaky_ReLU activation 128 0 

Dense Layer 10 1290 

Total parameters 35,64,36 

Total trained parameters 35,64,36 

 

 

Figure 6: Structure of CNN architecture 

From Figure 6, by using Flatten layer a one-dimensional 

vector is formed by conversion of two-dimensional matrix 

data before generating the Fully connected layers. Now, by 

activating ‘ReLU’ function we completely work on the 

adjacent layers. A normal regularised layers is a group to 

remove 20% of the vector randomly to avoid overfitting. 

Finally, a sigmoid function is enabled to output layers 

having 10 neurons. A crucial region of CNN is its activation 

function that defines the output of a particular vector 

depending on a group of inputs. This function is utilised in 
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establishing non-linearity to the proposed model. The 

performance of the CNN model is enhanced through 

choosing the necessary activation functions. The sigmoid 

and ReLU methods are used in this proposed model for 

obtaining proper classification 

3.4Machine Learning functions and optimizers 

The performance of any machine learning models can be 

analysed though training, testing and validation process. 

After every cycle, the errors are determined using training 

and validation stages. The training phase is set to be 

completed when the count of epochs present in training and 

validation are not changed significantly. Whereason the test 

set errors in training and validation are identified and the 

network is estimated. This is a crucial stage in using the 

optimizers to enhance accuracy and reduce the errors. The 

optimisers help in changing the setting of weights for 

reducing the loss rate. To obtain the good performance 

model we include the group of limitations. They are: 

Rectified Linear Unit (ReLU), Sigmoid, Stochastic Gradient 

Descent (SGD), Root Mean Square Propagation (RMS-P) 

and Adaptive Moment Estimation (Adam). 

3.4.1 ReLU 

In this function, if the given input is negative, the ReLU 

function returns ‘0’. If the given input is positive then this 

function returns its value. This function is carried out very 

quickly than other functions. It is considered as default 

activation function for different kinds of neural networks. 

The mathematical equation for ReLU is given in equation 4. 

𝑓(𝑥) = 𝑚𝑎𝑥 (0, 𝑥)    

 (4) 

3.4.2Sigmoid 

It is given the equation 5, which represents the methodology 

in decision making from a range of 0 to 1. This function is 

used to predict the output which would be more accurate. 

𝑓(𝑥) =  
1

(1+𝑒−𝑥)
     (5) 

3.4.3 Stochastic Gradient Descent (SGD) 

It is a recursive process in enhancing the function of an 

object with required features. Since, it restores the original 

gradient by an estimated value. To attain quicker recursions 

for low convergence value, particularly in high dimensional 

enhancing issues it lowers the high computational load. 

3.4.4 Root Mean Square Propagation (RMS-P) 

It is equivalent to Momentum. The method to reduce the 

motion in the y axis region and increase the up-gradient 

pitch is given equation 6. Here, learning rate is denoted by 

‘𝑛’ which initial initialized value of 0.001, ‘𝑣𝑡’ defines 

exponential squares of gradients and ‘𝑔𝑡’ gradient value of 

time ‘𝑡’. 

∆𝜔𝑡 =  − 
𝑛

√𝑣𝑡+ 𝜀
𝑔𝑡    

 (6) 

3.4.5 Adaptive Moment estimation (ADAM) 

This is considered as one of the important methods in 

Machine learning. It is a process to select the random 

probability pattern to enhance in solving linear systems 

having noisy data. It evaluates the adaptive learning rates for 

every character. Its iterative nature make itself in obtaining 

the near values of functions which only can be evaluated 

through noisy results can obtained by equation 7 and 8. 

𝑚𝑡 =  𝛽1𝑚𝑡−1 + (1 − 𝛽1) ∗  𝑔𝑡   

 (7) 

𝑣𝑡 =  𝛽2𝑣𝑡−1 + (1 − 𝛽2) ∗  𝑔𝑡   

 (8) 

Here, ‘𝑔𝑡’ gradient value of time ‘𝑡’, 𝛽1, 𝛽2 are gradient 

features, 𝑚𝑡 and 𝑣𝑡 are moving means. By default, the 

ADAM parameters having values of 𝛽1 = 0.9 and 𝛽2=0.999. 

3.5Dataset 

Due to limited access to public data for training the HCR 

purpose, we created our own dataset.Various font characters 

are first gathered and scanned into accurate symbols. Table 

3 and Table 4 shows the summary of online and offline 

Telugu HCR dataset after Augmentation technique. Figure 7 

and 8 represents the scanned Telugu language characters for 

both online and offline. 

Table 3: Summary of Online Telugu HCR dataset [28] 

Serial 

No 
Type 

Number of  

Telugu characters 

Total number of  

Telugu characters after 

Augmentation 

1 Achulu 16 9,545 

2 Guninthalu 34 20,590 

3 Hallulu 36 23,891 

4 Othulu 36 25,456 
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Table 4: Summary of Offline Telugu HCR dataset 

Serial 

No 
Type 

Number of  

Telugu characters 

Total number of  

Telugu characters after 

Augmentation 

1 Achulu 16 10,591 

2 Guninthalu 34 17,536 

3 Hallulu 36 28,325 

4 Othulu 36 23,567 

 

 

Figure 7: Online Telugu characters used in this work [28] 

 

Figure 8: Offline Telugu characters created for this work 

3.6Machine Learning Classifiers 

      In this work, we have used two ML classifiers which are 

independently tested and trained on both offline and online 

datasets. The classifiers which are used are Random Forest 

(RF) and Support Vector Machine (SVM). 

3.6.1 Random Forest 

 This is used in classification and regression and is 

defined as an ensemble learning model. It is used in building 

the decision trees during training period and showing the 

class which is the mode of classes. These are the combo of 
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tree identifiers in which every tree lies on the values 

independently of random vector sample having equal 

distribution of every tree in the region. The main factor is 

that the set of weak learners are gathered to generate the 

strong learner. Developing the necessary type of randomness 

make the classifiers more accurate. 

 It can be seen as a weighted neighbourhood. This is 

developed through training data set that make identifications 

𝑦for every new value 𝑥by observing the surrounding of the 

point and is given by weight function ‘𝑊’.This can be 

represented in the form given in equation 9. 

   𝑌𝑃𝑟𝑒𝑑𝑖𝑐𝑡 =

 ∑ 𝑊(𝑥𝑖 , 𝑥′𝑛
𝑖=1 ) 𝑦𝑖    

 (9) 

3.6.2 Support Vector Machine 

 Let us assume a binary classification problem 

having data set (𝑥1,𝑦1) … . . (𝑥𝑛,𝑦𝑛)where 𝑥𝑖, represent input 

vector and 𝑦𝑖, represent is a binary label for a kernel 𝑘. 

Solving the quadratic programming problem by a soft-

margin support vector is represented by the equation 10. 

 

k =  y1 ∗  α1 +  y2 ∗  α2               

(10) 

3.7Proposed Model 

Figure 9, demonstrates the U-HCR model architecture of 

convolutional approach using for converting handwritten 

Telugu language to English language. Initially, the 

handwritten characters are scanned. The characters in the 

scanned image are identified individually according to 

available trained data. The data consists either single or 

concatenated characters. These can be segregated by CG. 

Each character that is separated represents a neuron based 

on deep neural network architecture. With the help of hidden 

layers, the identified character can be recognized as 

individual one or concatenated one. The mapping of input 

layer, hidden layer and output layer becomes more complex 

if we use only traditional neural networks. To map the input 

character and require output character we required 

convolutions for extracting the futures in it.  

The feature extraction without number coding requires a 

greater number of epochs to train the available data and also 

need augmentation approaches. To improve the model 

accuracy and to reduce the loss parameters, in this work we 

used Unicode based number mapping for each Telugu 

language character. By using Unicode’s, the structure of the 

model remains constant and number of mappings can be 

less. In Unicode mapping, there is separate unique numbers 

for vowels, consonants, digits and dependent vowel signs. 

Due these unique values separation and concatenation 

becomes easier because of continues numbers. For 

example,U+0C40, U+0C41, U+0C42 etc. These continues 

numbers can be helped in identify the misclassified 

characters for mapping proper character in Target language.  

 

 

Figure 9: Proposed model 

4 Results and Discussions 

      In HCR, the developed Unicode’s based mapping model 

is implemented on both offline and online datasets. The 

performance of our U-HCR is evaluated by using ML based 

performance evaluation metrics like accuracy, precision, 

Recall and F1-score based on confusion matrix.  
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4.1 Performance evaluation metrics 

The recall is calculated as the proportion of properly 

identified handwritten character images to all of the samples 

in the dataset is depicted by equation 11.The ratio of 

correctly classified handwritten character images to all the 

samples that have been categorised is known as the 

precision and is given by equation 12. Whereas equation 13 

provides the mathematical formula, which states that the 

proportional mean of precision and recall is expressed as F1-

score. 

Recall =  
True positives

True positives+False negative 
∗ 100

              (11) 

 

Precision =  
True positives

True positives+False positive 
∗

100             (12) 

 

F1 − score =  
2∗ True positives

False positives+2∗True positive+False negative 
∗

100             (13) 

 

The efficiency of our U-HCR model can be summed up by 

accuracy. It is determined by dividing the total number of 

estimated predictions by the number of accurate ones. The 

appreciation of accuracy is represented by mathematical 

equation 14. 

Accuracy =  
True positives+True negative

Total number of samples

              (14) 

 

Figure 10: Confusion matrix with RMS-P optimizer 

      Table 5 to 8 represents the performance results of U-

HCR model with and without using Unicode’s based on 

optimizers such as SGD, RMS propagation and ADAM. The 

training rate is increased when RMS-P is used because it 

conforms more quickly and makes large diagonal steps. The 

error function measures the forward transmission distance 

between the provided label of ground truth and the 

anticipated output of the U-HCR model. Table 4, represents 

the performance results of proposed model with Unicode’s. 

The heat map for confusion matrices among with and 

without Unicode’s is shown in Figure 10. The visualization 

of experimental results as shown in Figure 11. 

 

Table 5: Experimental results on offline dataset with Unicode’s 

Model Optimizer Accuracy Precision  Recall F1-score 

CNN 

SGD 88.95 81.08 84.39 86.34 

RMS-P 96.97 95.52 94.13 95.66 

ADAM 91.12 93.92 89.93 92.41 

CNN-RF 
SGD 90.21 89.93 87.19 89.59 

RMS-P 96.96 94.18 95.90 95.57 
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ADAM 93.57 93.20 93.44 94.30 

CNN-SVM 

SGD 90.28 93.4 90.90 88.26 

RMS-P 93.99 95.50 95.82 93.54 

ADAM 92.02 91.92 91.02 90.84 

 

Table 6: Experimental results on online dataset with Unicode’s 

Model Optimizer Accuracy Precision  Recall F1-score 

CNN 

SGD 88.14 80.36 83.87 85.91 

RMS-P 96.16 94.8 93.61 95.23 

ADAM 93.31 93.2 89.41 91.98 

CNN-RF 

SGD 89.4 89.21 86.67 89.16 

RMS-P 96.15 93.46 95.38 95.14 

ADAM 92.76 92.48 92.92 93.87 

CNN-SVM 

SGD 89.47 92.68 90.38 87.83 

RMS-P 93.18 94.78 95.3 93.11 

ADAM 91.21 91.2 90.5 90.41 

 

Table 7: Experimental results on offline dataset without Unicode’s 

Model Optimizer Accuracy Precision  Recall F1-score 

CNN 

SGD 84.02 74.35 78.94 81.91 

RMS-P 92.04 88.79 88.68 91.23 

ADAM 89.19 87.19 84.48 87.98 

CNN-RF 

SGD 85.28 83.2 81.74 85.16 

RMS-P 92.03 87.45 90.45 91.14 

ADAM 88.64 86.47 87.99 89.87 

CNN-SVM 

SGD 85.35 86.67 85.45 83.83 

RMS-P 89.06 88.77 90.37 89.11 

ADAM 87.09 85.19 85.57 86.41 

 

Table 8: Experimental results on online dataset without Unicode’s 

Model Optimizer Accuracy Precision  Recall F1-score 

CNN 

SGD 83.21 73.63 78.42 81.48 

RMS-P 91.23 88.07 88.16 90.8 

ADAM 88.38 86.47 83.96 87.55 

CNN-RF 

SGD 84.47 82.48 81.22 84.73 

RMS-P 91.22 86.73 89.93 90.71 

ADAM 87.83 85.75 87.47 89.44 

CNN-SVM 

SGD 84.54 85.95 84.93 83.4 

RMS-P 88.25 88.05 89.85 88.68 

ADAM 86.28 84.47 85.05 85.98 

 

      Table 9 and 10, represents the training accuracy and loss values on CNN model with and without Unicode’s. This shows the 

improvement in training accuracy with respective to epochs for model fitting. 

Table 9: Training results of CNN without Unicode’s 

Epoch  

Number 

Training 

 accuracy 

Training  

loss 
Time 

1 67.30 68.45 13s 3ms/step 

2 79.11 28.15 13s 3ms/step 

3 80.57 23.15 13s 3ms/step 

4 81.13 20.57 13s 3ms/step 

5 81.47 19.46 13s 3ms/step 
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Table 10: Training results of CNN model with Unicode’s 

Epoch  

Number 

Training 

 accuracy 

Training  

loss 
Time 

1 86.38 44.51 4s 2ms/step 

2 96.95 10.24 4s 2ms/step 

3 97.83 7.36 4s 2ms/step 

4 98.31 5.42 4s 2ms/step 

5 98.65 4.38 4s 2ms/step 

 

 
Figure 11: Visualization of experimental results 

Table 11 represents the experimental results of accuracy all 

optimizers used in this work on Telugu vowel hand written 

characters. When compared to SGD, ADAM optimizers, the 

RMS-P has produced more accuracy values under training 

and testing phases.  

 

Table 11: Experimental results of accuracyon Telugu vowels using Optimizers 

Telugu 

Character 

Training accuracy Testing accuracy 

SGD 

optimizer 

RMS-P 

optimizer 

ADAM 

optimizer 

SGD 

optimizer 

RMS-P 

optimizer 

ADAM 

optimizer 

 96.84 97.89 96.14 86.94 91.81 85.55 

 96.31 97.91 96.44 87.13 91.86 85.7 

 97.14 97.99 96.55 87.21 92.83 85.73 

 96.29 97.95 84.55 87.01 92.31 85.63 

 95.94 96.18 83.98 85.81 91.21 84.4 

 95.76 96.09 82.98 84.71 90.02 82.96 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

DOI: https://doi.org/10.17762/ijritcc.v11i10.8497 

Article Received: 30 July 2023 Revised: 19 September 2023 Accepted: 06 October 2023 

___________________________________________________________________________________________________________________ 

 
    358 
IJRITCC | October 2023, Available @ http://www.ijritcc.org 

 97.34 98.39 95.59 87.31 94.01 85.46 

 95.64 95.29 93.94 85.53 90.21 83.96 

 97.04 98.89 96.66 87.61 93.01 85.8 

 95.14 96.79 93.86 85.53 90.21 83.78 

 96.74 98.09 96.23 87.51 92.45 85.96 

 97.29 98.15 96.46 87.94 92.86 86.12 

 97.13 97.51 95.32 86.63 91.45 84.7 

 95.89 97.6 95.36 86.72 91.54 84.88 

 96.31 96.79 95.25 86.52 91.13 84.59 

 96.89 97.09 95.95 86.64 91.23 84.69 

 

5 Conclusion and Future Scope 

HCR text identification particularly in image 

format is highly complex and also the identification rate is 

reliably low. Since then there is no methodology in 

completely identifying the characters in the image format for 

Telugu language due to lack of datasets and its high 

complex structure. The Telugu language comprises various 

characters in multiple languages that can be either hand 

written or scanned which are difficult for identification. To 

overcome this limitation, many techniques in deep learning 

are introduced to track the mapping between one language 

to another language with heavy training epochs. To improve 

the training accuracy and to minimize the number of epochs 

in training phase, a Unicode based HCR (U-HCR) is 

developed. This is used for mapping a scanned handwritten 

character from Telugu language to English language. To 

reduce the learning loss rate various optimizers are used 

such as SGD, RMS-P and ADAM on every type of Telugu 

character.In order to extract the features in scanned 

handwritten image character, our proposed model uses CNN 

architecture along with RF and SVM classifiers. These 

classifiers are used to classify the highest valued pixels 

given by CNN model. In future scope, there is a chance of 

converting this type of handwritten characters in a paragraph 

or bulk of pages at once using memory based deep learning 

models. 
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