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Abstract— Due to the increasing demand for high-speed data transmission, wireless communication has become more advanced. 

Unfortunately, the various kinds of impairments that can occur when carrying data symbols through a wireless channel can affect the network 

performance. Some of the solutions that are proposed to address these issues include channel equalization, and that can be solved through 

machine learning techniques. In this paper, a hybrid approach is proposed that combines the features of tracking mode and training mode of 

adaptive equalizer. This method utilizes the concept of machine learning (ML) to classify different environments (highly, medium, low, open 

space cluttered) based on the measurements of their RF signal. The results of the study revealed that the proposed method can perform well in 

real-time deployments. The performance of ML algorithms namely Logistic Regression, KNN Classifier, SVM Classifier, Naive Bayes, 

Decision Tree classifier and Random Forest classifier is analyzed for different number of samples such as 10, 50 and 100. The performance of 

these algorithms is evaluated by comparing their accuracy, sensitivity, specificity, F1 score and Confusion Matrix. The objective of this study 

is to demonstrate that a single ML algorithm cannot perform well in all kinds of environments. In order to choose the best algorithm for a given 

environment, the decision device has to analyze the various factors that affect the performance of the system. For instance, the random forest 

classifier performed well in terms of accuracy (100 percent), specificity (100 percent), sensitivity (100 percent), and F1_score (100 percent). 

On the other hand, the logistic regression algorithm did not perform well in low cluttered environment. 

Keywords- Classification; Machine Learning; SVM; Cognitive radio; Spectrum sensing. 

 

I.  INTRODUCTION 

The rapid emergence and evolution of new wireless 

communication technologies such as the Internet of Things and 

virtual reality are expected to have a significant impact on the 

future of wireless communications. To meet the increasing 

demand for high-speed data, a higher bandwidth is required. 

Due to the complexity of these new applications, the 

development of new wireless communication systems has 

become more challenging. For instance, the low-latency 

requirements of large-scale networks have become an issue [1], 

[2]. Due to the increasing number of wireless communication 

applications, the fading of the channel is becoming worse. This 

issue usually occurs due to the lack of bandwidth [3]. The effect 

of phase and amplitude distortion and the limited band channel 

are some of the factors that cause the inter symbol interference 

(ISI). 

The evolution of the channel distortion is a time-related 

phenomenon that affects the performance of mobile 

communication. Therefore, the adaptive equalizers should be 

able to recognize the various characteristics of the channel [4-

6]. To achieve channel equalization, an adaptive filter first needs 

to adjust the taps weight. This process can be carried out through 

a training sequence mode, which is designed to adjust the 

coefficients according to the specific criteria determined by the 

algorithm. Therefore, in order to maintain a reliable 

transmission of data, an adaptive equalizer must be 

implemented in the receiver. This type of device is usually used 

in mobile transmissions since the channel model is unknown. 

The best performance of this type of adaptive equalizer is 

usually obtained with the use of non-linear structures [7]. 

      Due to the remarkable success of machine learning within 

various fields, including computer science, the increasing 

number of people interested in using it to address wireless 

communication issues has been attributed to the machine 

learning (ML)'s potential [8]. It has excelled in various 

applications, such as image detection [9] and complex games 

[10]. ML can learn the complicated relationships among 

variables, particularly those that are difficult to model 

accurately using mathematical models [9]. This makes it an 

ideal tool for developing wireless communication systems that 

do not require knowledge of existing principles. Due to the 

various advantages of ML, it has been widely used in the 

development of wireless communication systems [10]. For 

instance, it has been widely used in the design of physical layer 

networks for the Internet of Things (IoT) and 5G cellular 

networks [11], [12]. 

     The equalization problem can be considered as a 

classification problem that requires an optimal solution based on 
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the Bayes theory. However, the channel model is not known, it 

implies that the states are not available at the receiver [13]. 

Some classification algorithms that can be used to estimate these 

states include the K-means [14, 15], competitive algorithms 

[16], and the orthogonal least squares (OLS) algorithm [17]. 

Although the K-means algorithm is relatively simple to 

implement, it suffers from poor performance when it comes to 

time-varying channels. On the other hand the OLS algorithm is 

more efficient but its computational complexity is more. 

    A literature survey revealed that deep learning techniques 

can offer better channel equalization compared to traditional 

methods [18] - [22], in wireless communication. It is believed 

that ML algorithms are more advantageous than DL when it 

comes to adaptive channel equalization. Therefore, in our 

contribution, we focused much on ML algorithms due to their 

advantages over DL, as follows 

• An ML model is simple and collects the data and learns 

from the data. With time, it becomes more 

sophisticated and trained as it continues to consume 

and learn from the collected information. On the other 

hand, the structure of a neural network (deep learning) 

is complex. It involves moving the data through several 

interconnected layers, each of which has its own 

classification criteria. 

• Machine learning models are constantly learning 

through new experiences and data. This allows them to 

identify patterns in the collected information. Data is 

the only input layer in a model, but there are multiple 

layers in a neural network. 

 

Due to the complexity of wireless communication 

algorithms, ML can be beneficial in developing effective 

channel equalizers.  In addition to being able to design efficient 

and accurate channel models, the capabilities of ML-based 

equalizers can also be utilized in diverse environments. The goal 

of this study is to investigate the performance of ML-based 

channel equalization in a complex physical layer structure. In 

contrast to other studies that extensively explore the use of ML 

in wireless communication, this paper focuses on the design 

methodology for implementing the ML approach in wireless 

communication. It provides a comprehensive overview of the 

various aspects of the design process, including the 

implementation of an ML-based algorithm and an ML 

architecture. This paper identifies the user signals and rejects the 

multipath interference using ML approach.  

 

1.1 Multipath Interference 

 

     All the symbols in the receiver are independent of one 

another when all is well. However, when a symbol interacts with 

another, its waveform can corrupt the value of the nearby 

symbol, which makes it difficult to interpret the message. 

Interference between symbols is referred to as inter-symbol 

interference (ISI) [23]. When there is no interference from a 

source to the receiver, the system's impulse response is affected 

by the message's recovery. The delay and amplitude of this 

phenomenon are dependent on the transmission losses. When 

this occurs, the single spike in the channel is duplicated for each 

path in it, and the number of non-zero terms in its impulse 

response increases. A linear filter or finite-impulse response can 

be used to model the channel. The delay spread is the amount of 

time that the reflections take to arrive.  

     An equalizer is a type of filter that aims to counteract the 

effects of the channel. It should also unscatter the impulse 

response, which is the goal of the design. This concept can be 

stated as the objective of the design to create a combined 

channel equalizer with a single spike. This type of optimization 

problem can be solved by implementing various techniques. For 

instance, if the transmitted signal is x(t), then the value of the 

received signal is y(t) which is the addition of delayed signals 

(T1, T2, T3, T4…TN) with the reflections’ strength (r1, r2, r3, 

r4,…rN) can be written as  

 

𝑦(𝑡) = 𝑟1𝑥(𝑡 − 𝑇1) + 𝑟2𝑥(𝑡 − 𝑇2) + ⋯+ 𝑟𝑛𝑥(𝑡 − 𝑇𝑁) +

𝑤(𝑡)                            (1) 

 

A transmission channel is modeled as a finite impulse-

response filter that takes into account the delay spread in the 

physical medium over which the response is non-zero. This type 

of transmission channel is usually modeled digitally. The Eq (1) 

approximation is based on the assumption that the sampling 

period is fixed as follows  

 

𝑦(𝑘𝑇𝑠) = 𝑟1𝑥(𝑘𝑇𝑠) + 𝑟2𝑥((𝑘−1)𝑇𝑠) + ⋯+ 𝑟𝑛𝑥((𝑘 −

𝑛)𝑇𝑠) + 𝑤(𝑘𝑇𝑠)                   (2) 

 

To properly represent the system, the total time that the 

impulse response takes must be larger than the maximum delay. 

Since the delay doesn't depend on the period Ts' symbol period, 

smaller Ts should be filtered more. 

II. ADAPTIVE EQUALIZATION  

It is used to adjust the channel's time-varying characteristics 

automatically. It can be implemented on a regular basis or it can 

be periodically adjusted. The receiver can be notified about the 

adjustments by transmitting a short training sequence or 

preamble. The continuous adjustment process involves 

replacing the training sequence with a set of data symbols that 

are estimated from the output of the equalizer. This method is 
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referred to as "decision directed." There are two different modes 

of operation for the adaptive equalizer: training and tracking. 

 

(A) Training Mode  

The receiver's equalizer is first set by the transmitter in a 

training sequence that's fixed. This sequence can be a pseudo 

random signal or a prescribed bit pattern. Following the 

sequence, the user's data is sent. 

 

(B) Tracking mode  

The algorithm uses the users' data to track the channel 

change. It then continuously changes the characteristics of the 

filter over time. This feature is widely used in TDMA systems. 

 

In this case, the output of the equalizer is expressed as Eq(3) 

after taking into account the L adjustable coefficients [24]. 

𝑦(n) = ∑ ℎ(𝑛)𝑥(𝑘 + 𝑇 − 𝑛)
𝐿−1

𝑛=0
                                           

(3) 

The nominal delay between the transmission of the signal and 

the processing of it through the filter is T. The equalizer is then 

trained by transmitting a sequence of data known as T(n) (see 

Figure 1). When the output of the equalizer is compared with  

Figure 1. Adaptive Channel equalization 

 

that of T(n), an error e(n) is generated to optimize the filter's 

coefficients. 

We can minimize the quantity by selecting the coefficients 

h(n) if we adopt the least squares criterion again. 

𝛹𝐿 =∑ [𝑇(𝑛) − 𝑦(𝑛)]2
𝑁

𝑛=0
= ∑ [𝑇(𝑛) −

𝑁

𝑛=0

∑ ℎ(𝑛)𝑥(
𝑁

𝑛=0
𝑘 + 𝑇 − 𝑛)]

2

                 (4) 

 

The optimization results in a set of linear equations as follows 

 

∑ ℎ(𝑛)𝑟𝑥𝑥(
𝐿−1

𝑛=0
𝑙 − 𝑛) = 𝑟𝑑𝑥(𝑙 − 𝑡), 𝑙 = 0,1,2, …… , (𝐿 − 1)                       

(5) 

The rxx(l) and rtx(l) function is used to determine the 

correlation between the given sequence x(n) and the desired 

sequence T(n). Although the Eq(5) solution can be obtained 

recursively, we can observe that the coefficients of the equation 

provide the initial adjustments for the equalizer. The 

information sequence x(n) is transmitted by the transmitter after 

a brief training period. The adjustment of the coefficients is 

carried out in an adaptive manner to keep track of the channel's 

time variations. As shown in Figure 1, this method usually 

involves treating the decisions made by the decision device 

correctly and using the errors in place of the references T(n). 

This works well when the errors happen frequently. For 

instance, if error occurs rarely, the coefficients should only get 

slightly mis-adjusted. 

III. EXPERIMENTAL SETUP-SOFTWARE DEFINED 

RATIO 

Instead of categorizing an environment into different types of 

structures, existing literature [25]–[28] uses a classification 

approach that focuses on the surrounding environment. For 

instance, the literature presents an approach that categorizes the 

environment into three categories: outdoor, semi-outdoor, and 

indoor. One of the most common approaches to categorizing an 

environment is by collecting data from various cell towers [25]. 

This method was not very popular since it requires a large 

amount of data. Other methods, such as sound signals and cell 

identity maps, can also be used to classify environments [26], 

[27]. A semi-supervised learning method was then developed 

[28] to classify environments such as indoor/outdoor. 

 

     The goal of this work is to use machine learning 

techniques to classify different types of environments in real-

time. In this software defined radio [29] – [30] experimental 

setup, USRP N210 is used as a hardware and GNU Radio is used 

as software. As shown in Figure 2, we can see the various 

components of the work, including two USRP hardware boards 

and a couple of GNU Radio-installed computers. The 

classification process was performed by splitting each square 

area into uniform grid patterns with a spacing of 12.5cm, which 

is the wavelength of WiFi bands (operating frequency f = 

2.4GHz) that are part of the IEEE 802.11g standard. It should be 

noted that the measurements are performed in real- time in a 

stationary environment [31]. The signals are analyzed using 

various parameters such as frequency, amplitude, phase, and 

signal to noise ratio from different distances in cluttered 

environments such as highly, medium, low and open space 

cluttered environments for 10, 50 and 100 number of samples. 

A sample dataset presented in Table 1 containing the 7 user 

signals and 3 noise outputs from different environments. The 

signal amplitude and frequency are proportional to the SNR 

value. Repeated experiments are performed on the same set of 

attributes for varying numbers of samples (50 and 100) and the 

outputs are analyzed using different ML frameworks. 
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Figure 2: Experimental setup 

 

Table 1: Sample dataset for 7 number of user signals and 3 noise signals 

 

IV. PROPOSED SYSTEM MODEL 

The block diagram of a conventional linear equalizer is 

shown in Figure 3(a). It can be used as a linear predictor or a 

linear regression, where the features are derived from N input 

samples [32]. The predictive model is also defined by the N+1 

parameters that were learned during training. The output of the  

linear equalizer is sent to a decision device, whose algorithm 

takes into account the minimum distance between the nearest 

symbol and the center of the circle. We then generalize the 

algorithm to a structure shown in Figure 3(b). The goal of this 

method is to replace the FIR filter processing and predict the 

output symbols directly. Although the algorithm's input features 

are the same as those derived from N samples, it can be 

programmed to either follow a regression or a classification 

method that predicts the exact symbols. In our contribution, we 

focus on classification rather than regression due to its 

advantages.   

 
Figure 3. (a) Conventional equalizer (b) ML based equalizer 

 

The workflow for the proposed system is shown in Figure 4. The 

values of the signals sent by the transmitter are then counted and 

the characteristics of these are noted. Some of the required 

python libraries include pandas, numpy, sklearn, and matplotlib 

are imported. The resulting dataset is then uploaded to a python 

console with signal characteristics for highly cluttered 

environment. The attributes are then separated into outputs and 

UserID Highly 

cluttered 

 (0-20) 

Medium 

cluttered (21-

45) 

Low 

cluttered 

(46-97) 

Open space 

  (98-154) 

Operating 

 frequency 

Amplitude Phase Presence of  

signal or 

Noise 

10001 20 45 97 154 2400000000 90 35 1 

10002 17 41 94 151 2400166667 87     320 1 

10003 14 38 89 146 2400333333 83 67 1 

10004 12 35 86 139 2400500000 81 45 1 

10005 10 33 85 131 2400666667 76 53 0 

10006 9 31 82 128 2400833333 73 24 0 

10007 7 28 73 119 2401000000 70 18 1 

10008 5 23 68 112 2401166667 64 27 0 

10009 3 22 57 105 2401333333 58 60 1 

10010 2 21 46 98 2401500000 52 13 1 
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inputs. The presence of the user signal or noise is considered as 

the outputs. The collected dataset is split into two groups: a 

training set and a test set. The multiple ML algorithms that are 

used for training are KNN, Naive Bayes, Random Forest, SVM, 

Decision Tree, and Logistic Regression. The performance of 

these models is evaluated according to their accuracy, 

sensitivity, specificity, precision, Confusion Matrix and 

F1_score. For each environment, the training set is analyzed and 

evaluated according to its requirements. The decision device 

then chooses an algorithm that has the best performance in that 

environment. The equalizer then adjusts the weights based on 

the received signal. Finally, the equalizer sends to the further 

processing in the receiver section as decoding, demodulation 

and so on.  

 
Figure 4.  Workflow of the proposed system.  

V. MACHINE LEARNING ALGORITHMS 

5.1 Logistic Regression 

The process of linear regression is used to describe the 

relationship between a single variable or set of independent 

variables and one or more dependent binary variables. It can also 

explain the characteristics of a given data set. Unfortunately, 

with linear regression, the predicted values are not always 

within a range [33]. The Logistic Regression method can be 

used to solve these problems. It converts the best fit linear 

regression line into a S-curve curve by using the sigmoids 

function. The first step is to assume that the given function, 

which is p(x), is the linear function. But, since it is an absolute, 

unconstrained linear equation, its value should not deviate from 

the value of 0 or 1. To solve this issue, we will assume that the 

log p(x) function is a linear function that follows the path of x. 

We will then use the logit transformation to get the value 

between the range of 0 and 1. 

 

log
𝑝(𝑥)

1−𝑝(𝑥)
= 𝛽0 + 𝛽. 𝑥                       (6) 

After solving for p(x) 

𝑝(𝑥) =
𝑒𝛽0+𝛽

𝑒𝛽0+𝛽+1
                                 (7) 

To make a linear classifier, the threshold is set at which it 

will automatically classify a set of data. For instance, if the 

prediction of the logistic regression for the given set of data is 

0.5, then it can minimize the classification rate by predicting that 

the data is 1. 

 

 

5.2 KNN Classifier 

      The KNN algorithm is a supervised learning framework 

that's used to classify data according to the way it's neighbours 

are ranked. It stores all the available cases and considers new 

cases according to their similarity. Another parameter in the 

framework is the number of nearest neighbours that will be 

included in the voting process [34], [35]. For a given value of K, 

the algorithm will find the nearest neighbour of an unseen data 

point. It will then assign the class with the highest number of 

points from all the classes of K neighbours to the data point. For 

distance metrics, the algorithm will use the metric known as the 

Euclidean that is given by 

 

𝑑(𝑎, 𝑎′) = √(𝑎1 − 𝑎1
′ )2 +⋯+ (𝑎𝑛 − 𝑎𝑛

′ )2             (8) 

 

The given class is the largest probability based on the input x.  

 

𝑃(𝐵 = 𝑗|𝑥 = 𝑎) =
1

𝑘
∑ 𝐼(𝐵𝑖
𝑖∈𝐴 = 𝑗)                               (9) 

The method for regression will be similar to that of the 

previous ones, except that instead of taking the neighbors' 

classes, we will take the target's value and find it for the unseen 

datapoint using an average, mean, or any other suitable function. 

 

5.3 SVM classifier 

     The SVM is a widely used and effective method for 

solving the non-linear equations. It is mainly done by using the 

kernel method, which makes it easy to solve. The main objective 

of this algorithm is to find the ideal hyperplane that can 

efficiently separate the two components. The input instances of 

a given model are represented by binary class labels and data 

instance in the SVM. These are usually addressed by a couple 

of variables. For instance, the Rn information example is 

addressed by a pair of values, namely, (xk, yk) [36], [37]. The 

training information T for the given model and its hyperplane 

Hp can be defined in the following way. 

 

𝑇 = {(𝑥𝑘 , 𝑦𝑘) ∈ ℜ𝑛 ,       𝑘 = 1, . . . . 𝑛}                                                      (10) 

 

𝐻𝑝: 𝑤𝑔. 𝑥𝑖 + 𝜏                                                                                                (11) 

Where the value of yk is determined by the boundary between 

various classes of data that are defined by the vector weighing 

vector ‘wg and scalar threshold ‘τ’. This is done through the use 

of a statistical method known as SVM. There are two kinds of 

SVM: linearly [38] and non-linear classifications [39].  

 

5.4 Naïve Bayes Algorithm 

     The Naive Bayes classification method is based on the 

Bayes Theorem, which states that the features that predict a 

target value are independent from each other [40]. It then 
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chooses the class with the highest probability of success. 

Although it is commonly used for various applications, such as 

natural language processing, it is very effective when dealing 

with NLP problems. The Naive Bayses classifier takes into 

account that the various features that are used to predict a target 

do not interact with each other and are independent of one 

another. Although the independence assumption used in the  

 

 
Figure 5. Bayes Theorem. 

 

Naive Bayes method is never correct, it is still very effective in 

practice. The Bayes Theorem states that the probability of an 

occurrence is based on the prior knowledge of factors that can 

affect that event as shown in Figure 5. 

 

5.5 Decision Tree classifier 

A decision tree is a set of rules or decisions that are usually 

dependent on a single variable at a given time. These trees refine 

the level of detail in each iteration to produce the final label, also 

known as the leaf node. The information in a decision tree is a 

measure of purity, and the impurities can be measured in various 

ways, such as the Gini Index and Entropy [41]. 

 

5.5.1 Entropy 

The amount of information that's needed to properly describe 

a data set is known as Entropy. If data is homogeneous, then its 

total number of elements is zero, while if it's all similar, then its 

total number of elements is one. This means that if all elements 

are in the same region, then its total number of elements is zero, 

while if they are equally divided, then its number of elements is 

one. Mathematically the entropy can be defined as  

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −∑ 𝑝𝑥
𝑛
𝑖=1 ∗ log⁡(𝑝𝑥)                                     (12) 

 

5.5.2 Gini index/Gini impurity 

The node's impurities are measured using the Gini index, 

which is between 0 and 1. The sample is homogeneous, while 

the elements are similar. On the other hand, the Gini index for 

value 1 indicates that the elements are unequal. It is defined as, 

 

𝐺𝑖𝑛𝑖⁡𝐼𝑛𝑑𝑒𝑥 = 1 −∑ 𝑝𝑥
2𝑛

𝑖=1
                                         (13) 

 

The objective of impurity is to measure the homogeneity of 

data. If the data is homogeneous, then it will belong to the same 

class and tree as well. 

 

5.6 Random Forest 

The Random Forest is a framework that combines multiple 

classifiers in order to improve the efficiency of a model. It uses 

the ensemble learning process to solve complex problems. 

According to its name, the program takes the average of the 

various decision trees in the given dataset to improve its 

predictive accuracy [42]. Instead of relying on a single decision 

tree, the Random Forest takes the predicted outcomes from each 

tree and predicts the results based on the majority of the votes. 

VI. RESULTS AND DISCUSSION 

Different machine learning algorithms, such as KNN, SVM, 

Naive Bayes, Decision Tree classifier and Random Forest 

classifier and Logistic Regression, are evaluated for their 

adaptive equalizer performance in different environments 

(highly, medium, low and open space cluttered). The results of 

the study are presented in three Tables: 1, 2, and 3 for number 

of samples 10, 50 and 100, respectively. The performance of 

these algorithms is evaluated in terms of accuracy, sensitivity, 

Precision, specificity, F1_score and Confusion Matrix.  

A classification matrix of size 2x2 is known as the confusion 

matrix, and it shows the predicted values on one side of the axis 

and the actual ones on the other as shown in Figure 6. Although 

the columns represent the predictions of an algorithm, the rows 

can identify which ones were wrong. A false selection is when 

a prediction is made that is not true, while a true selection is 

when the prediction is correct. The quality of a model can be 

measured by using the confusion matrix. This paper shows that 

the training set is 75% and the test size is 25% of the total input 

data set that means 25% of 100 is 25 which is a sum of test size 

8+5+1+11 (see Table 3, Row 1) and so on. In terms of accuracy, 

it is better to have a symmetric dataset with close false positives 

and false negatives.  

If the cost of false negatives and false positives are different, 

then F1 is the best option. F1 is also ideal for situations where 

the class distribution is uneven. The precision is determined by 

how sure they are that they are of their true positives while the 

recall is determined by how confident they are that they are not 

missing any. If the idea of recalling false positives is better than 

recalling false negatives, then choose sensitivity. This is because 

recalling false alarms is preferable to saving false negatives if 

they are not accepted. If we want to ensure that all true negatives 

are covered, choose specificity. This means that we don't want 

false alarms. 
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       It is observed from Table 2 that all algorithms have 

shown similar performance in all four environments.  

Figure 6. Confusion Matrix 

 

Random Forest classifier has shown a 100% performance 

compared to all other algorithms and it is highlighted in the table 

for better visibility.  

       It is observed from Table 3 that all algorithms have 

shown different performance in different environment. 

Decision Tree classifier has shown best performance in terms of 

Accuracy (61.5 %), Precision (66.6 %), Specificity (66.6 %), 

F1_score (64 %), whereas Logistic Regression has shown better 

Sensitivity of 71.4% for highly cluttered environment. Decision 

tree classifier has shown best performance in terms of Accuracy 

(61.5 %), Precision (62.5 %), Specificity (71.4 %), Sensitivity 

(50 %) and F1_score (66.6 %), whereas KNN has shown poor 

performance for medium cluttered environment. Random forest 

classifier has shown best performance in terms of Accuracy (63 

%), Precision (66.6 %), Specificity (71.4 %), Sensitivity (66.6 

%) and F1_score (66 %), whereas KNN and Naive Bayes have 

shown poor performance for low cluttered environment. 

Random forest classifier has shown best performance in terms 

of Accuracy (61.5 %), Precision (66.6 %), Specificity (66.6 %), 

F1_score (61.5 %), whereas KNN classifier has shown better 

Sensitivity of 71.4% for open space cluttered environment. 

Therefore, it is concluded from the Table 3 that Decision tree 

classifier is preferable for highly and medium cluttered 

environments, whereas Random forest classifier is preferable 

for low and open space cluttered environments for 50 number of 

samples.  

 

 

Table 2: Performance analysis of different ML algorithms for 10 number of samples over different environments. 

 
Environment Type of algorithm Accuracy Precision Sensitivity Specificity F1_score Confusion 

Matrix 

highly/ 

Medium/ 

Low/ Open 

space 

cluttered 

Logistic Regression 

 

66 66 100 0 80 [
0 1
0 2

] 

KNN Classifier 66 66 100 0 80 [
0 1
0 2

] 

SVM Classifier 66 66 100 0 80 [
0 1
0 2

] 

Naive Bayes 66 66 100 0 80 [
0 1
0 2

] 

Decision Tree  66 100 50 100 66 [
1 0
1 1

] 

Random Forest  100 100 100 100 100 [
1 0
0 2

] 

 

Table 3: Performance analysis of different ML algorithms for 50 number of samples over different environments. 

Environment Type of algorithm Accuracy Precision Sensitivity Specificity F1_score Confusion 

Matrix 

 highly 

cluttered 

Logistic Regression 61 62.5 71.4 50 66.6 [
3 3
2 5

] 

KNN  53.8 55.5 70 33.3 62.5 [
2 4
2 5

] 

SVM 46.1 50 42.8 50 46.1 [
3 3
4 3

] 

Naive Bayes 46.1 50 42.8 50 46.1 [
3 3
4 3

] 

Decision Tree 61.5 66.6 67.1 66.6 64 [
4 2
2 5

] 

Random Forest  46.1 50 57.1 33.3 53.3 [
2 4
3 4

] 

Medium 

cluttered 

Logistic Regression 53.8 57.1 57.1 50 57.1 [
3 3
3 4

] 

KNN  38.4 42.8 42.8 33.3 42.8 [
2 4
4 3

] 

SVM 53.8 60 42.8 66.6 50 [
4 2
4 3

] 
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Naive Bayes 46.1 50 42.8 50 46.1 [
3 3
4 3

] 

Decision Tree 61.5 62.5 71.4 50 66.6 [
3 3
2 5

] 

Random Forest  46.1 50 42.8 50 46.1 [
3 3
4 3

] 

Low 

cluttered 

Logistic Regression 61.5 62.5 71.4 50 66.6 [
3 3
2 5

] 

KNN  53.8 57.1 57.1 50 57.1 [
3 3
3 4

] 

SVM 61.5 62.5 71.4 50 66.6 [
3 3
2 5

] 

Naive Bayes 53.8 57.1 57.1 50 57.1 [
3 3
3 4

] 

Decision Tree  61.5 62.5 71.4 50 66.6 [
3 4
2 4

] 

Random Forest  63 66.6 71.4 66.6 66 [
4 2
3 4

] 

Open space 

Logistic Regression 53.8 57.1 57.1 50 57.1 [
3 3
3 4

] 

KNN  46.1 50 71.4 16.6 58.8 [
1 5
2 5

] 

SVM 46.1 50 42.8 50 46.1 [
3 3
4 3

] 

Naive Bayes 53.8 57.1 57.1 50 57.1 [
3 3
3 4

] 

Decision Tree  30.7 33.3 28.5 33.3 30.7 [
2 4
5 2

] 

Random Forest  61.5 66.6 57.1 66.6 61.5 [
4 2
3 4

] 

 

       It is observed from Table 4 that all algorithms have 

shown different performance in different environment. 

Decision Tree classifier has shown best performance in terms of 

Accuracy (92 %), Precision (100 %), Specificity (100 %), 

F1_score (90.9 %), whereas Logistic Regression has shown 

better Sensitivity of 91.6 % for highly cluttered environment. 

Decision tree classifier has shown best performance in terms of 

Accuracy (100 %), Precision (100 %), Specificity (100 %), 

Sensitivity (100 %) and F1_score (100 %), whereas KNN and 

SVM classifiers have shown poor performance for medium 

cluttered environment. Random forest classifier has shown best 

performance in terms of Accuracy (100 %), Precision (100 %), 

Specificity (100 %), Sensitivity (100 %) and F1_score (100 %), 

whereas Logistic regression algorithm has shown poor 

performance for low cluttered environment. Decision tree 

classifier has shown best performance in terms of Accuracy (100 

%), Precision (100 %), Specificity (100 %), Sensitivity (100 %) 

and F1_score (100 %), whereas SVM and Naive Bayes 

classifiers have shown poor performance for open space 

cluttered environment. Therefore, it is concluded from the Table 

3 that Decision tree classifier is preferable for highly, medium 

and open source cluttered environments, whereas Random 

forest classifier is preferable for low cluttered environments for 

100 number of samples.  

       From the obtained results, it is concluded that a single 

ML algorithm is not suitable to all kind of environments, and a 

decision device has to choose an efficient algorithm based on 

the environment and samples. Random forest algorithm is 

selected for all kind of environments if the number samples are 

very less like 10. Decision tree classifier is preferable for highly 

and medium cluttered environments, whereas Random forest 

classifier is preferable for low and open space cluttered 

environments for more number of samples. It is also observed 

that as number of samples increases, the performance values are 

also increased.  

  

Table 4: Performance analysis of different ML algorithms for 100 number of samples over different environments. 

Environment Type of algorithm Accuracy Precision Sensitivity Specificity F1_score Confusion Matrix 

Highly 

cluttered 

Logistic Regression 76 68.7 91.6 61.5 78.5 [
8 5
1 11

] 

KNN  64 60 75 53.8 66.6 [
7 6
3 9

] 

SVM 72 66.6 83.3 61.5 74 [
8 5
2 10

] 

Naive Bayes 76 71.4 83.3 69.2 76.9 [
9 4
2 10

] 

Decision Tree  92 100 83.3 100 90.9 [
13 0
2 10

] 
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Random Forest  88 100 75 100 85.7 [
13 0
3 9

] 

Medium 

cluttered 

Logistic Regression 76 68.7 91.6 61.5 78.5 [
8 5
1 11

] 

KNN  72 64.7 91.6 53.8 75.8 [
7 6
1 11

] 

SVM 72 66.6 83.3 61.5 74 [
8 5
2 10

] 

Naive Bayes 100 100 100 100 100 [
13 0
0 12

] 

Decision Tree  100 100 100 100 100 [
13 0
0 12

] 

Random Forest  92 85.7 100 84.6 92.3 [
11 2
0 12

] 

Low cluttered 

Logistic Regression 

 

60 56.2 75 46.1 64.2 [
6 7
3 9

] 

KNN Classifier 84 78.5 91.6 76.9 84.6 [
10 3
1 11

] 

SVM 68 62.5 83.3 53.8 71.4 [
7 6
2 10

] 

Naive Bayes 68 64.2 75 61.5 69.2 [
8 5
3 9

] 

Decision Tree  92 100 83.3 100 90.9 [
13 0
2 10

] 

Random Forest  100 100 100 100 100 [
13 0
0 12

] 

Open space 

Logistic Regression 76 68.7 91.6 61.5 78.5 [
8 5
1 11

] 

KNN  92 85.7 100 84.6 92.3 [
11 2
0 12

] 

SVM 72 69.2 75 69.2 71.9 [
9 4
3 9

] 

Naive Bayes 72 69.2 75 69.2 71.9 [
9 4
3 9

] 

Decision Tree  100 100 100 100 100 [
13 0
0 12

] 

Random Forest  92 85.7 100 84.6 92.3 [
11 2
0 12

] 

 

CONCLUSION 

The results indicate that the implementation of traditional 

methods in communication systems can be challenging 

compared to the use of ML techniques. When channel 

equalization is regarded as a classification issue, the ML 

techniques can be used to solve it, resulting in simpler 

receiver setups. The paper aims to introduce the methodology 

and showcase the advantages of using machine learning in 

classification. It also shows how it can be utilized in indoor 

environment assessment. The results were obtained by means 

of line-of-sight measurements. Based on the results, it has 

been concluded that there is a limit to the number of ML 

algorithms that can be used in a given environment. For 

instance, if the number of samples is less than 10, the random 

forest algorithm is preferred. The decision tree classifier is 

better suited for medium and highly cluttered environments, 

while the random forest algorithm is preferred for smaller and 

open space environments. It is also observed that the 

performance of the algorithm increases as the number of 

samples increases. 

The paper's findings will be further explored in the future 

by extending the ML techniques to other scenarios, such as 

time-varying channels and non-line of sight measurements. 

Machine learning will be utilized to extract the features of 

these sophisticated scenarios. 
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