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Abstract— Cybercrime first emerged in 1981 and gained significant attention in the 20th century. The proliferation of technology and our 

increasing reliance on the internet have been major factors contributing to the growth of cybercrime. Different countries face varying types and 

levels of cyber-attacks, with developing countries often dealing with different types of attacks compared to developed countries. The response 

to cybercrime is usually based on the resources and technological capabilities available in each country. For example, sophisticated attacks 

involving machine learning may not be common in countries with limited technological advancements. Despite the variations in technology 

and resources, cybercrime remains a costly issue worldwide, projected to reach around 8 trillion by 2023. Preventing and combating cybercrime 

has become crucial in our society. Machine learning techniques, such as convolutional neural networks (CNN), recurrent neural networks 

(RNN), and more, have gained popularity in the fight against cybercrime. Researchers and authors have made significant contributions in 

protecting and predicting cybercrime. Nowadays, many corporations implement cyber defense strategies based on machine learning to 

safeguard their data. In this study, we utilized five different machine learning algorithms, including CNN, LSTM, RNN, GRU, and MLP DNN, 

to address cybercrime. The models were trained and tested using the InSDN public dataset. Each model provided different levels of trained and 

test accuracy percentages. 
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I.  INTRODUCTION  

Cybercrime refers to illegal activities that are committed 

online using electronic devices. It has become a widespread and 

well-known issue, posing a major challenge globally. 

Cybercriminals target various sectors, with the financial industry 

being a prime focus due to the potential for monetary gain. 

To protect sensitive data and prevent cyber-attacks, 

cybersecurity experts employ various techniques and methods. 

One effective approach is the use of machine learning (ML) and 

artificial intelligence (AI). These technologies have proven to be 

valuable tools in handling the complexities of cyber-attacks. 

ML and AI algorithms and models have been integrated into 

existing security systems to enhance their effectiveness. These 

technologies have shown promising results in detecting and 

mitigating cyber threats. However, as financial organizations 

implement AI and ML for their own security, cybercriminals 

also leverage these tools to make their attacks more sophisticated 

and harder to detect [4]. 

Cyber-attacks result in significant financial losses for both 

countries and individuals on a daily basis. There is a wide range 

of cybercrimes orchestrated through the internet, including 

ransomware attacks and phishing scams [10]. Ransomware 

involves encrypting victims' data and demanding a ransom for 

its release. Phishing, on the other hand, is a prevalent form of 

social engineering where attackers trick individuals into 

revealing sensitive information [1]. 

Tracking and attributing the components of a cyber-attack to 

a specific threat actor pose significant challenges for 

cybersecurity systems [6]. Cybersecurity experts continuously 
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work to improve their techniques in order to detect, prevent, and 

respond to cyber threats effectively. 

It is important to note that cybercrime is categorized into 

three groups: infractions, felonies, and misdemeanors. These 

classifications are based on the severity of the offenses and the 

corresponding punishments associated with each type of crime 

[5]. 

Overall, cybercrime remains a global issue, and researchers 

and experts are constantly proposing new ideas and strategies to 

combat this evolving threat. The widespread adoption of 

technology and the growth of the digital era have created both 

opportunities and risks, and it is crucial to stay vigilant and 

employ effective cybersecurity measures to protect against 

cyber-attacks[2]. 

Machine learning is a subfield of artificial intelligence that 

involves developing algorithms and statistical models that 

enable computers to learn from data and make predictions or 

decisions without being explicitly programmed. It involves 

analyzing and interpreting large datasets to identify patterns, 

relationships, and anomalies, and using this information to train 

models that can make predictions or decisions in new, unseen 

data. Machine learning has applications in a wide range of fields, 

including natural language processing, image recognition, 

recommendation systems, and predictive analytics. 

Convolutional Neural Networks (CNNs) are deep learning 

models specifically designed for analyzing visual data. They 

have achieved remarkable success in tasks such as image 

classification and object detection. Inspired by the human visual 

cortex, CNNs learn and extract relevant features through 

convolutional layers and filters. These layers capture patterns at 

different spatial scales, enabling the detection of edges, textures, 

and other image features. Pooling layers down sample the 

output, making the network more robust and efficient. Deep 

CNN architectures consist of multiple convolutional and fully 

connected layers. Parameters are learned through 

backpropagation. CNNs have become fundamental in computer 

vision and image processing applications. 

Recurrent Neural Networks (RNNs) are neural network 

architectures used for sequential data analysis. They utilize 

hidden states to capture dependencies and patterns in sequences, 

making them effective for tasks like language modeling and 

sentiment analysis. RNNs process inputs sequentially by 

combining current inputs with previous hidden states to generate 

outputs and update the hidden state. However, they suffer from 

the "vanishing gradient" problem, limiting their ability to capture 

long-term dependencies. To address this, variants like LSTM 

and GRU were introduced. Despite their limitations, RNNs are 

powerful models for sequential data analysis, achieving 

significant success in areas where context and temporal 

information are important. 

LSTM (Long Short-Term Memory) is a type of recurrent 

neural network (RNN) architecture that excels at capturing long-

term dependencies in sequential data. Unlike traditional RNNs, 

LSTM networks have an internal memory mechanism that 

allows them to selectively remember or forget information from 

previous time steps. This is achieved through three gates: forget, 

input, and output gates. LSTM is widely used in tasks such as 

speech recognition, machine translation, and sentiment analysis, 

where understanding and modeling long-term dependencies are 

crucial. By integrating LSTM layers into neural networks, 

models can effectively learn from and make predictions based 

on sequential data. 

GRU (Gated Recurrent Unit) is an advanced type of 

recurrent neural network (RNN) architecture used in machine 

learning and deep learning. It overcomes the limitations of 

traditional RNNs by incorporating hidden states and two types 

of gates: update and reset gates. These gates allow the GRU to 

selectively retain and incorporate relevant past information, 

enabling it to capture long-term dependencies in sequential data 

effectively. GRUs have proven particularly effective in tasks 

involving sequential data, such as natural language processing 

and speech recognition. They are computationally efficient, 

capable of learning complex patterns, and widely used in various 

deep learning models. 

MLP DNN stands for Multi-Layer Perceptron Deep Neural 

Network. In machine learning, MLP DNN is a type of neural 

network that uses multiple hidden layers to learn complex 

patterns in data. It is a popular choice for a variety of tasks, 

including image classification, speech recognition, and natural 

language processing. 

II. LITERATURE REVIEW 

The financial sector has widely embraced Machine Learning 

and Deep Learning techniques, which have become essential in 

facilitating activities like trading, mobile banking, payment 

processing, and credit decision-making for customers. [11]. 

According to [3], machine learning and deep learning algorithms 

offer a significant advantage in crime prediction due to their 

ability to analyze large volumes of data and identify patterns in 

criminal behavior or activity. 

“Reference [7] presents a method utilizing genetic 

algorithms and deep feedforward neural networks to detect and 

prevent cyber-attacks on the networked control center of a smart 

grid. The approach improves attack detection in a smart grid 

environment, addressing existing limitations and achieving 

accuracy, performance metrics, and a low false positive rate. 

In a study conducted by [8], it was found that cyber attacks 

present numerous challenges due to their increasing frequency 

and complexity. The study evaluates the performance of deep 

neural networks (DNNs) and other machine learning classifiers 
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on multiple malware datasets. DNNs perform well, especially on 

the KDDCup 99 dataset, and a scalable hybrid framework called 

scale-hybrid-IDS-AlertNet is proposed for real-time monitoring 

and proactive detection of cyber attacks. 

In another study, [9] introduces a parallel neural joint model 

algorithm that effectively detects malicious URLs by leveraging 

innovative techniques to extract semantic and visual 

information. 

Focusing on the banking sector, [12] explores the usage of 

data mining techniques for various tasks such as client 

segmentation, credit scoring, fraud detection, and prediction of 

cyber crimes. Novel techniques like K-Means clustering, 

Influenced Association Classifier, and J48 Prediction tree are 

implemented to analyze cyber crime datasets, aiming to enhance 

cyber crime prediction and prevention in the banking industry. 

Addressing the increasing risks of cybercrime in Mobile 

Money Services (MMS) that offer financial inclusion in 

developing nations, [13] develops a predictive model using 

Machine Learning (ML) techniques to detect suspicious 

customers and prevent cyber threats in MMS. The study 

showcases the effectiveness of ML algorithms in securing 

mobile money services. 

Furthermore, [14] highlights the effectiveness of data mining 

techniques, including AI-based technologies and ML 

algorithms, in the banking sector for identifying customers who 

may engage in fraudulent activities during the credit process. 

“Reference [15] evaluates the performance of widely used 

machine learning techniques, such as deep belief network, 

decision tree, and support vector machine algorithms, in 

detecting various cyber threats like spam, intrusion, and malware 

in cyberspace. 

Shifting towards IoT systems, [16] proposes a reinforcement 

learning-based network intrusion detection system using a deep 

Q-network (DQN) to detect cyber threats. The study 

demonstrates superior performance compared to other machine 

learning models. 

In [17], a framework for cyber security is presented, utilizing 

a data mining technique and the J48 decision tree algorithm to 

extract attack patterns and build a prediction model with high 

accuracy for detecting and predicting cyber attacks. 

With regard to anomaly detection, [18] introduces an online 

unsupervised deep learning approach that outperforms 

traditional methods in detecting anomalous network activity 

from system logs. The proposed model significantly reduces 

analyst workloads and effectively identifies insider threat events. 

In the context of cybersecurity, [19] explores the application 

of deep learning techniques, such as convolutional neural 

networks (CNN) and recurrent neural networks (RNN). Their 

study demonstrates the successful utilization of DL techniques 

in cybersecurity applications, achieving high accuracy and 

precision. Future research aims to further improve deep learning 

methodologies for cybersecurity. 

It is important to note that accessing security data for 

research purposes is often challenging or unachievable due to 

concerns related to finances, business operations, and national 

security. 

III. CONCEPTS OF THE PROPOSED SYSTEM 

The objective of this project is to analyze dataset, built and 

test five different models based on the InSDN database. The 

results of the testing phase show that the Convolutional Neural 

Network (CNN) model performed the best, achieving a test 

accuracy rate of 92% on your dataset. 

Given this high level of accuracy, using the CNN model to 

classify new data can be an effective approach to determine 

whether the data is suspicious or not. The model has 

demonstrated its capability to accurately classify data based on 

the patterns it has learned during the training process. 

It is important to note that the accuracy of the model may 

vary depending on the distribution and characteristics of the new 

data. It is recommended to continuously monitor the 

performance of the model and retrain it regularly to ensure that 

it remains accurate and effective in classifying suspicious data. 

IV. DATA PREPROCESSING 

In the training phase of our data, we made the decision to 

remove certain features that could potentially impact the 

accuracy of our system. These features were identified to be 

irrelevant or potentially causing noise in the data. 

Specifically, features such as Flow ID, Destination ID, 

Destination Port, and Time Stamp were removed in order to 

create our final dataset. By removing these features, we aimed to 

focus on the most informative and relevant aspects of our data 

that would contribute to building an accurate algorithm. 

The goal of removing these features is to enhance the 

performance of the algorithm by reducing any potential noise or 

irrelevant information. By doing so, we can streamline the 

learning process and ensure that the algorithm is focusing on the 

most significant features that can effectively classify and analyze 

the data. 

A. Data Set 

We have used the publicly available InSDN dataset for our 

training and testing phase. The InSDN dataset consists of data 

related to network traffic and is used for various cybersecurity 

analysis tasks. In our case, we have identified six classes within 

the dataset: BFA, DDoS, DoS, Probe, U2R, and Normal. These 

classes represent different types of network attacks or normal 

network behavior. 

To train and test our models, we likely considered various 

features available in the dataset. These features include attributes 
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such as source IP address, destination IP address, timestamp, 

protocol type, packet length. 

 

 

Figure 1.  Dataset [20] 

B. Pre-Process data set 

After dropping the unwanted features from the dataset, 

several changes were made to preprocess the data before training 

the models. One of these changes involved converting the labels, 

which originally represented the traffic as either "normal" or 

"unnormal", into indexes. This means that instead of explicitly 

mentioning "normal" or "unnormal" in the code, they are 

represented by the indexes 1 and 2, respectively. 

Furthermore, to ensure the randomness and unbiasedness of 

the data, it was shuffled before initiating the training process. 

Shuffling the data helps to avoid any systematic patterns or 

biases that may exist in the original order of the dataset. 

During the training steps of the different algorithms, various 

metrics were measured to assess the performance of the models. 

Two important metrics that were calculated during the testing 

steps were the test loss and test accuracy. 

The test loss quantifies how well the model is performing on 

unseen data by measuring the difference between the predicted 

outputs and the actual labels. A lower test loss indicates better 

performance. 

The test accuracy, on the other hand, measures the proportion 

of correctly classified instances in the test dataset. It indicates 

how accurately the model is able to predict the correct labels for 

the given data. 

 

 

Figure 2.  Data Pre-processed  

C. Accuracy obtained after Testing: 

After dividing the data into three parts - training, testing, and 

validation - we evaluated the accuracy of different models. The 

training and validation datasets were derived from the same data 

source. 

Examining the accuracy results, we can assess the 

performance of each model. This analysis allows us to 

understand how well the models have learned from the training 

data and how effectively they can generalize their knowledge to 

predict on unseen data. 

By comparing the accuracy of the models, you can identify 

which model performed best in terms of accurately classifying 

the data. This information is valuable for selecting the most 

reliable and effective model to use in further stages or for future 

predictions. 

It is crucial to regularly evaluate the accuracy of models on 

unseen data to ensure their reliability and validate their 

usefulness for real-world applications. The figure below presents 

the accuracy results obtained for the different models: 

 

 

Figure 3.  Trained Accuracy and Test Accuracy result of Each Models  

D. Result 

After processing the tests using different Epochs, we 

obtained results for each algorithm. These results varied across 

the algorithms. In our case, the CNN algorithm had the highest 

accuracy compared to the other algorithms. Based on this better 
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result, we have chosen to focus on and attach only the result of 

the CNN algorithm, which demonstrated the highest accuracy. 

By providing the results of the CNN algorithm, we have 

highlighted its performance and emphasizing its superiority 

compared to the other algorithms tested. This indicates that the 

CNN algorithm is most reliable for our specific task and dataset 

and can be trusted to accurately classify and analyze data for 

suspicious activity. 

It is important to note that the accuracy of each algorithm can 

vary with different datasets and tasks. By sharing the results of 

the CNN algorithm, we are demonstrating its effectiveness and 

suggesting that it should be prioritized and considered for further 

analysis and implementation in the context of cybersecurity. 

 

 

Figure 4.  Result of CNN Model  

V. DISCUSSION AND VISUALIZATION 

After training the data using the five different algorithms 

(CNN, LSTM, RNN, GRU, and DNN), we obtained varying 

results in terms of test accuracy. The figure below visually 

depicts the test accuracy of each algorithm. 

It is apparent from the figure that there is a significant 

difference in the test accuracy values among the five algorithms. 

This suggests that each algorithm performs differently on the 

given dataset. 

The variation in test accuracy can be attributed to several 

factors. Firstly, different algorithms have unique architectures 

and learn different patterns from the data. This means that they 

may excel in different aspects of the dataset, leading to variations 

in accuracy. Additionally, the dataset itself may contain certain 

patterns or characteristics that are better suited to some 

algorithms compared to others. 

It is important to consider these differences in test accuracy 

when selecting an appropriate algorithm for a particular task. 

The algorithm with the highest test accuracy may be the most 

suitable choice for your specific use case, as it has demonstrated 

the ability to accurately classify the data based on the patterns it 

has learned during training. 

Further analysis and evaluation can help to determine the 

strengths and weaknesses of each algorithm and aid in making 

informed decisions about which algorithm to use in different 

scenarios. 

 

Figure 5.   Plot Representation 

VI. CONCLUSION AND FUTURE SCOPE: 

With the increasing prevalence of cybercrime worldwide, 

machine learning has emerged as a crucial tool in providing 

security and combating cyber threats. In our study, after creating 

various machine learning algorithms, it was found that the 

Convolutional Neural Network (CNN) algorithm achieved the 

highest accuracy rate of 92%. 

This high accuracy rate indicates that if new data is inserted 

into the CNN algorithm, there is a 92% chance that the algorithm 

will accurately classify the data as suspicious or not. The CNN 

algorithm has been trained to effectively learn and analyze 

patterns from the dataset, allowing it to make reliable predictions 

and identify potential threats. 

As for the future scope of our work, one possible avenue is 

to create a prediction model using your CNN algorithm. By 

applying this algorithm to new and unseen data, we can evaluate 

its predictive capabilities and assess its performance in 

accurately predicting whether certain data points are suspicious 

or not. 

Continuing to refine and enhance the algorithm, along with 

ongoing monitoring of its performance, can contribute to the 

development of more effective and robust prediction models in 

the field of cybersecurity. This can aid in proactive threat 

detection and prevention, helping to better safeguard against 

cybercrime. 
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