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Abstract— The internet's recent rapid growth and expansion have raised concerns about cyberattacks, which are constantly evolving and 

changing. As a result, a robust intrusion detection system was needed to safeguard data. One of the most effective ways to meet this problem was 

by creating the artificial intelligence subfields of machine learning and deep learning models. Network integration is frequently used to enable 

remote management, monitoring, and reporting for cyber-physical systems (CPS). This work addresses the primary assault categories such as 

Denial of Services(DoS), Probe, User to Root(U2R) and Root to Local(R2L) attacks. As a result, we provide a novel Recurrent Neural Networks 

(RNN) cyberattack detection framework that combines AI and ML techniques. To evaluate the developed system, we employed the Network 

Security Laboratory-Knowledge Discovery Databases (NSL-KDD), which covered all critical threats. We used normalisation to eliminate 

mistakes and duplicated data before pre-processing the data. Linear Discriminant Analysis(LDA) is used to extract the characteristics. The 

fundamental rationale for choosing RNN-LDA for this study is that it is particularly efficient at tackling sequence issues, time series prediction, 

text generation, machine translation, picture descriptions, handwriting recognition, and other tasks. The proposed model RNN-LDA is used to 

learn time-ordered sequences of network flow traffic and assess its performance in detecting abnormal behaviour. According to the results of the 

experiments, the framework is more effective than traditional tactics at ensuring high levels of privacy. Additionally, the framework beats 

current detection techniques in terms of detection rate, false positive rate, and processing time. 

Keywords-Deep Learning, Cyber Attacks, Cyber-physical systems (CPS), Recurrent Neural Networks (RNN), Linear Discriminant Analysis 

(LDA), NSL-KDD. 

 

I.  INTRODUCTION 

Criminal activity and penetration attempt increasingly 

threaten local and satellite networks' security. The Strategies 

and methods for intrusion detection have been deemed 

essential to protect online resources. Because more devices are 

connecting to the internet, cyber security is becoming more 

critical. Security norms like integrity and confidentiality are 

among the things that are violated during intrusions. The 

adversary employs sophisticated programming tools to attack a 

network and look for weaknesses. As a result, the intrusion 

detection approach is crucial for keeping track and averting 

intrusions in a computing network atmosphere.  

According to the Chinese national Data Security 

Vulnerability Sharing Platform, security-related vulnerabilities 

are growing by 1% annually. High-risk defects make up 34.5% 

of the 14,201 fundamental security flaws. There are often 

more than 4,000 dispersed denial of the facility (DDoS) 

attacks every year, according to the Chinese Internet 

emergency center. An attack that causes a denial of service 

(DoS) overloads the organization. Aggressors take advantage 

of well-known and popular servers, including those used by 

banks, to bring the system down and inflict significant 

financial damage. The logs also reveal that 1 million broilers, 

90 000 IP addresses, and more than 2000 resources are utilized 

to launch DDoS attacks. This could mean that network 

attackers have illegally seized control of close to a million 

computers or mobile devices. 

The advent of the internet, numerous improvements and 

technological advancements have significantly altered human 

existence, interpersonal relationships, and the environment. 

Interaction, collaboration, and data access were informal by the 

volume to attach computers anywhere in the wireless 

technology[1]. Complex, clever, intelligent, and self-aware 

CPSs have appeared recently. These contain robotics, 

transportation systems, hospital and medical areas, smart 

networks in electrical manufacturing, and manufacturing 4.0 in 

the industrial subdivision. [2] Due to the intricate interplay of 
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numerous cyber and physical components and the fact that CPS 

activity is susceptible to significant disruptions brought on by 

unintentional events. Also, it is challenging to predict CPS 

activity. Meanwhile, researchers in business and academia are 

focused on cyber security for CPS because of the rise in the 

frequency and sophistication of cyberattacks, also known as 

zero-day vulnerabilities[3]. Figure.1 shows the basic CPS 

structure. 

 

Figure 1: Basic CPS structure 

The CPS can accomplish numerous psychological 

objectives like Grids, transportation systems, healthcare, and 

water or gas distributors are just a few applications. CPS also 

incorporates wireless industrialized sensor systems, wireless 

sensing networks, and networked control mechanisms. CPS 

can now manage tasks that formerly required much human 

effort via the Internet as expert machines. Numerous writers 

say these are physical and engineering systems where all 

processes are coordinated, controlled, and integrated by a 

central computer or communication core. The features of zero-

day attacks are not stored in the security systems' databases. 

Therefore, access control and intrusion detection and 

anticipation schemes (IDS/IPS) cannot detect, prevent, or 

block them. CPSs are shielded against zero-day threats by 

artificial intelligence-based cyber security solutions [4]. 

Cybersecurity leverages ML technology to accomplish a 

considerable volume of varied information from multiple 

foundations to swiftly build distinct occurrence and accurately 

estimate upcoming hacker behavior. This enables a more 

precise forecast of the hackers' possible forthcoming behavior. 

Collaboration across various AI and ML technologies 

is required to prevent zero-day vulnerability attacks in addition 

to the help of security experts [6]. Human decision-making 

enhances detection methods because human-machine 

collaboration aims to decrease the frequency of false 

convictions. Cyberattacks can disrupt the regular running of 

corporal procedures on CPS, which is why classical machine-

learning algorithms are used to detect them. Definitive 

assessment of cyber-attacks against CPS gets challenging 

when networks are complex, and there needs to be more 

knowledgeable about the thing being studied. Artificial 

intelligence concepts and techniques can significantly enhance 

the capabilities and effectiveness of neural networks. The 

neural network may surprise with unassuming qualities and 

advance to more complicated ones because it has many layers. 

The fact that so many people utilize the Internet 

makes it crucial to find a solution to the possible risks posed 

by network attacks as soon as possible. Researchers used 

various anomaly detection techniques to find attacks hidden in 

dense network data [7]. Based on how irregularities are 

identified, traditional methodologies for detecting malicious 

traffic can be allocated into three groups like statistical 

analysis approaches, machine learning methods, and signal 

processing approaches. 

According to the results of their practical use, these 

techniques have partially solved security issues. However, 

compared to the typical network environment, the regulated 

network domain does not respond to these basic approaches to 

anomalous traffic detection. The Internet of Things (IoT) is a 

vast network of linked intelligent devices that provide online 

services to customers and companies [8–9]. The Internet of 

Things (IoT), which consents to real-time information 

collected from various sensors and actuators is significant in 

modern industry. Internet technology adoption is changing 

current industry trends regarding obtaining and analysing 

effectively to monitoring data about industrial processes. The 

internet technology may increase the efficiency and 

competence of the innovative subdivision through informed 

decision-making and remote management. 

The information security is still a problem, even though 

these technologies improve our quality of life. Information 

security breaches caused by cyberattacks can happen for 

several reasons. DoS and dispersed denial of examination are 

the most significant corporate cyberattacks (DDOS). Attack 

and incursion are the dual stages of DDOS attacks. DDOS 

attack tools are installed on several network hosts during the 

intrusion phase. The attack phase involves an assault on the 

target network [10]. Attackers utilize these hosts to generate 

traffic to force the target routers. This synthetic traffic 

consumes significant bandwidth and resources on the target 

PC. A legal denial of service results from the objective 

system's are inability to offer good services to its users [11]. 

The main contribution of this research are 

• The main attack categories are covered in this study 

(DDoS, Probe, U2R, R2L). As a result, we combine 

AI and ML (ML) approaches in this research to 

provide a novel Recurrent Neural Networks (RNN) 

cyberattack detection scheme. 
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• The CPS design comprises three layers: the physical 

layer, the network layer, and the application layer. To 

increase the clarity of functionality, layered structures 

are used. Then, with a focus on the physical system, 

CPS attacks on each layer are addressed. 

• We assessed the current system using information 

from the Network Security Laboratory-Knowledge 

Discovery Database (NSL-KDD), including all 

essential issues.  

• A time-ordered sequence of network flow traffic is 

learned using the suggested RNN-LDA model, and its 

performance in identifying anomalous behavior is 

evaluated. 

The essay is organized as follows for the remaining 

portions. Section.2 of the paper discusses the significant works 

relevant to the current topic. Section.3 deliberates the datasets, 

suggested frameworks, and models for machine learning. 

Section.4 covers the experimental results, and finally the 

outcomes are discussed in the conclusion section. 

II. LITERATURE SURVEY 

A deep learning-based network intrusion detection 

technique is provided by Peng et al[12]. The Back propagation 

Neural Networks to classify the types of incursion and deep 

neural networks to extract topographies from network 

monitoring information. The approach is examined using the 

KDDCup99 dataset. The results demonstrate that the 

methodology outperforms the conventional machine learning 

method by 95.45%, a significant improvement. 

Ludwig et al.[13] utilizes an ensemble network to 

categorize different risks. Neural network learning identifies 

targets using several classifiers and combines their outputs to 

produce reliable results. The system they suggest incorporates 

AE, BNN, DNN, and extreme learning machines for improved 

presentation in differentiating between normal and abnormal 

behaviors. Compared to utilizing a single classifier for 

detection and their suggested ensemble technique achieves 

more accurate results. 

Lu et al. [14] created Deep Belief Networks (DBN) with 

Population Extremal Optimization (PEO) for SCADA-based 

industrial control systems' anomaly detection. The suggested 

method selects the best neural network settings using PEO. 

The proposed model is tested using data from the SCADA 

network traffic for the water storage tank and gas pipeline 

systems. DDoS assaults transmit malicious queries over the 

network, which can destabilize the entire IoT system. 

A novel advantage cloud framework for edge layer 

occurrence discovery was put out by Huong et al. [15]. The 

recommended multi-attack detection method, LocKedge, 

maintains excellent accuracy while minimizing complexity for 

deployment in devices with limited resources. Locked was 

implemented in both federated and centralized learning modes 

to assess the efficacy of the proposed paradigm from multiple 

perspectives. The researchers evaluated the performances of 

the proposed system using the BoT-IoT dataset. 

Kim et al. [16] Using the KDD 99 dataset, the DBN beats 

the SVM and ANN organization representations presently in 

use. Also they described an impression of a DNN-based 

intrusion discovery organization that can categorize attacks. 

The data shows that the suggested model performs better at 

identifying DoS and probe object classes like R2L and U2R 

object classes. Ferran et al.[17] described the classification of 

35 well-known network datasets into seven classes according 

to their significance for intrusion detection. Based on actual 

traffic information, such as CSE CIC-IDS2018 and Bot-IoT, 

they provide seven presentative representations for the 

respective category, evaluating and comparing the 

effectiveness via accuracy and false anxiety rate. 

Vinayakumar et al[18]. Claim that the architecture 

provides real-time internet traffic monitoring and enables 

system administrators to receive notifications of potentially 

hazardous network activity. According to predictions, the 

system would have a reliable and diverse DNN structure and 

be capable of instantly handling and analysing enormous 

amounts of data. NSL-KDD and KDD'99 were used as 

supplementary data sources for the technique's evaluation. On 

NSL-KDD, the best F-measure for binary classification was 

80.7%, and for multiclass type, it was 76.5%. 

Based on attack data, Erpek et al. [19] describe a 

Generative Adversarial Networks(GAN)-based method to 

recognize and counteract attempts to jam wireless 

communications. A receiver and a jammer make up their 

model. The jammer gathers station state and ACKs to develop 

a classifier to anticipate the subsequent transmission and 

successfully block it. In contrast, the transmitter utilizes a 

pretrained classifier to forecast the present station state and 

select whether to direct founded on the most current sensing 

outcomes. The jammer using the classification score, controls 

the power under the average power restriction. 

For various cybersecurity applications, Yousefi-Azar et al. 

[20] provide learning feature representation which includes 

two training phases: pretraining and fine-tuning. Finding a 

good place to start for the fine-tuning stage is the goal of the 

first step. The fine-tuning phase will provide feature 

descriptions for the contribution information once the 

pretraining step determines the parameters. Their 

recommended feature learning method can significantly 

decrease feature sizes, which lowers storage necessities. 
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Javaid et al. [21] used scant Auto Encoder(AE), a 

softmax-regression layer and Self-Taught Learning (STL) to 

create their models. The suggested STL may be divided into 

two parts with softmax regression employed for classification 

following feature extraction and sparse AE. The application of 

STL could significantly enhance a created network's learning 

ability when faced with unexpected threats because unique 

groupings of occurrences can be incrementally analysed 

throughout real-time without the difficulties of training from 

scratch. 

Farahnakian et al. [22] construct classification models to 

identify anomalous behaviors while concentrating on essential 

and instructive feature representations using a deep-stacked 

autoencoder. Using four AEs in sequential instruction, their 

suggested network will be trained using a greedy layer wise 

method. The KDDCup99 dataset experiment consequences 

determine that even in the face of unbalanced data and it can 

identify anomalies with a high degree of accuracy, 94.71%. 

Marteau et al.[23] calculated covering similarity on 

symbolic sequences to identify attacks from standard system 

call sequences. They investigated three similarity metrics and 

showed that protecting similarity in host-based intrusion 

detection systems is a crucial predictor of an anomaly. A 

grouping of Support Vector Machines, Particle Swarm 

Optimization (PSO), and K-Nearest Neighbor(KNN) search 

were employed by Aburomman et al.[24]. The combination of 

these techniques significantly improved categorization 

accuracy. However, the advantage of such a mixture is 

constrained and cannot be maximized. 

Rehman et al. [25] developed a brand-new attack 

detection technique to distinguish DDoS occurrences in real 

time. The researchers detected and classified real-time DDoS 

circumstances on IoT networks using Recurrent Neural 

Networks (RNN), gated recurrent units, and minimum 

sequential optimization. Accuracy, precision, recall, and F1 

scores are a few performance indicators used to assess the 

suggested framework. 

An original edge-centric ML-based IoT defensive solution 

against IoT DDoS threats was created by Jia et al. [26]. The 

suggested method is to locate, recognize, and categorize DDoS 

attacks in IoT surroundings. The authors used the Slow HTTP 

test, bones, and the CICDoS2019 dataset to construct a sizable 

dataset using DDoS simulators. They contrasted the suggested 

strategy with four popular ML models. Experimental results 

showed that the recommended technique outclassed current 

state-of-the-art DDoS assault detection approaches. 

 

 

A comparison of the various methods is shown in Table 1 

Author Contribution Methods Dataset Limitations 

Virupakshar 

et al.[27] 

Socket 

programming 

and 

OpenStack 

firewall 

NB, DNN, 

KNN, and 

DT 

OpenStack 

Cloud, 

KDD-CUP 

99 

Only detects 

a limited 

number of 

DDoS 

attacks. 

Lian et 

al.[28] 

stacked 

strategy 

DT-RFE NSLKDD 

and KDD-

CUP 99 

U2R could 

be more 

accurate. 

Gu et 

al.[29] 

The ratio of 

the 

logarithmic 

marginal 

density 

SVM NSL-KDD It is 

challenging 

to configure 

for diverse 

datasets. 

Jiang et 

al.[30] 

Data 

balancing 

using 

SMOTE 

Deep 

hierarchical 

NSL-KDD 

& 

UNSWNB15 

SMOTE is 

used to 

balance data. 

Andresini et 

al.[31] 

Multi-

channel for 

deep feature 

learning 

MINDFUL 2017 KDD-

CUP 99, 

UNSWNB 

15, and 

CICIDS 

Low 

accuracy 

results from 

class 

imbalance. 

Alsirhani et 

al.[32] 

Dynamic 

DDoS attack 

detection 

Fuzzy logic DDoS 

assault (T-

shark) 

Iterations for 

T time are 

manually set. 

Yao, et 

al.[33] 

Multi-level 

intrusion 

detection 

MSML KDD-CUP 

99 

Optimization 

for the 

detection of 

unknown 

patterns 

 

Wherever Times is specified, Times Roman or Times New 

Roman may be used. If neither is available on your word 

processor, please use the font closest in appearance to Times. 

Avoid using bit-mapped fonts if possible. True-Type 1 or Open 

Type fonts are preferred. Please embed symbol fonts, as well, 

for math, etc. 

III. PROPOSED SYSTEM 

An individual, a group of people, or an organization could 

launch a cyberattack which could be related to cyberterrorism 

or interstate cyber warfare. Many agencies have used 

cyberattacks in the modern era, including autonomous states, 

people, businesses, the general public, communities, and gangs. 

Anyone can also carry out these assaults. A specified target can 

be stolen, altered, or even destroyed with unauthorized access 

to a protected network. A cyberattack may aim to do various 

things from infecting a personal computer with malware to 

trying to take down an entire country's infrastructure. Control 

issues are raised because CPS is vulnerable to a substantial 

number of cyberattacks without displaying any signs of 

organizational failure. The physical system may become 

unstable as a result of attacks. CPS is at risk if cyberattacks are 

launched against it repeatedly and seem to be unsuccessful. If 
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no hardware or software safeguards are protecting the 

dynamics of the program, the hacker is free to wreak whatever 

havoc they like. It can be challenging to control systems that 

have been the victim of cyberattacks, particularly when it 

comes to electrical systems. Physical and digital attacks may be 

directed toward CPS. While cyber-physical links are broken by 

cyber-attacks, which also weaken CPS, physical attacks result 

in the immediate suspension of dynamic response[34]. 

 

Figure 2: The proposed method of RNN-LDA 

A. The goal of the study 

CPS, or cyber-physical systems, integrate 

components from the digital and physical worlds to enhance 

functionality. As a result of the exponential growth of 

cyberattacks and threats, more complaints about them are 

being made. The main culprit is the increased usage of cyber-

physical systems (CPS) to supply cutting-edge tools. Concerns 

concerning the safety of these schemes have increased due to 

the exponential growth of cyber-physical systems (CPS). New 

threats, dangers, assaults, and defences are now a part of the 

CPS's next generation. However, a thorough inquiry into the 

CPS safety problems has yet to be carried out. Due to the 

extensive range of CPS systems and components, it has been 

difficult to explore this subject using a single generalized 

model. It is challenging because of these two factors together. 

Creating a suitable CPS architecture is essential since CPS 

security has emerged as a global problem. 

The foremost process as input data is extracted from the 

CPS database, after which it is normalized to eliminate errors 

and duplicate entries. The pre-processed data has been splitted 

into training and testing dataset. This training and testing 

process will make it easier for the proposed RNN classification 

algorithm to obtain high accuracy. The characteristics are 

obtained by utilizing the LDA approach in the CPS database. 

LDA is can simplify intrusion detection by splitting data into 

normal attacks and intrusion. LDA is used to analysing the 

normal classes and cyber-attack classes. Data pre-processing 

and cleansing of input were performed to meet the criteria for 

neural networks. The RNN technology is combined with it to 

optimize the system by including different hidden layer 

process. Finally, the proposed classifier model RNN extract the 

features from the NSL-KDD dataset and distribution of cyber-

attacks as normal or attacks. The performance evaluation done 

with by applying different parameters. The efficiency of the 

suggested technique RNN is designed in Fig.2. 

B. Normalization of Cyber-attack Data 

This paper discusses a methodology to assess the 

presence of a cyber-attack based on the relationship between 

attacks, consequences, and cyber-physical parameters using 

probability theory and mathematical statistics. The likelihood 

of consequences occurring by violating cyber-physical 

parameters defines an attack, and changes in cyber-physical 

parameters indicate the possibility of an attack. Bayes' theorem 

is used to determine the probability of a particular attack being 

responsible based on the conditional probabilities of the 

occurrence of events. The probability of an attack given a 

change in parameters can be expressed using the equation 

provided. 

Mathematically, Bayes’ theorem shows the 

relationship between the probability of event R and the 

probability of event S, P(R) and P(S), the conditional 

probability of the occurrence of event R with existing S and 

the occurrence of event S with existing R, P(R|S) and P(S|R) . 

For example, we need to determine the relationship between 

the probability of an attack, given a change in the parameters. 

Then, we can express the probability with the following 

equation: 

𝑃 (
𝑅𝑛

𝑆𝑛
⁄ )  =  

𝑃(𝑅𝑛/ 𝑆𝑛)𝑃(𝑅𝑛) 

𝑃 (𝑆𝑛)
                                      (1) 

where P(Rn) is the a priori probability of the occurrence of an 

event that is described as an attack, P(Rn|Sn) is the probability 

of an attack A occurring when parameter P changes (a 

posteriori probability), P(Rn|Sn) is the probability of changing 

parameter P when attack R occurs and P(Rn) is the total 

probability of the occurrence of a change in parameter P. 

Specifically, we believe a priori that an attack has occurred, 

and we need to understand which parameters are affected and 

with what probability they indicate its occurrence. In problems 

and statistical applications, P(Rn) is usually calculated using 

the formula for the total probability of an event depending on 

several inconsistent hypotheses that have a total probability. In 

our case, as a rule, the attack depends on changing several 

parameters at once, so it is rational to use the following 

equation: 

𝑃 (
𝑆𝑖𝑛

𝑅𝑛
⁄ )  =  

𝑃(𝑅𝑛/ 𝑆𝑖𝑛)𝑃(𝑅𝑛) 

∑ 𝑃(
𝑅𝑛

𝑆𝑖𝑛
⁄𝑁

𝑗=1 ) 𝑃(𝑆𝑖𝑛) 𝑃(𝑆𝑖𝑛)
              (2) 
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 The system is trained using data that distinguishes 

normal behavior from anomalies, and the classifier uses a set 

of metrics that are assumed to be independent of each other. 

The score for each class is calculated, and the classifier 

chooses the class with the highest score. 

C. Recurrent Neural Network 

RNNs are a subclass of Artificial Neural Networks that, 

unlike Feed-forward Neural Networks, have a hidden internal 

state 
( )tr  that is engaged in the computation at the stage 1t +  

(FNN). RNN is trained to process sequences of varying 

lengths[35]. 

 

Figure 3: Computation graph of RNN 

( ) ( 1) ( )( )t t t

hr b Wh Ux −= + +       (3)                                                

( ) ( )t tp c Vh= +                                (4)                                                       

( )
( )( )

t
ty p=                    (5)                           

Where U, V, and W are the weight matrices for the input-

to-hidden, hidden-to-output, and hidden-to-hidden connections, 

respectively; 
( )tr  is the hidden internal state at the time step 

, ( )rt t is the activation function of the hidden state; b and c 

are the bias vectors for the state and output; ( )   is the 

activation function of the output; and 
( )t

y  is the production at 

t. 

The prototype of cyber-attack classification has the well-

known issue where the ascent vanishes through back-

propagation through time (BPTT), which makes training 

challenging. Recently, methods to avoid gradient vanishment 

and let RNN learn long-term dependability have been included 

in some RNN versions, including LSTM and Gated Recurrent 

Unit (GRU). They perform better than the RNN prototype 

overall. Therefore, we employ stacked RNN to project 

upcoming measures [36]. 

 

Figure 4: The structure of stacked RNN 

D. Network architecture 

We utilize the loaded RNN, which comprises many RNN 

hidden layers, as shown in Fig.4. since a deep neural network 

architecture performs better than a shallow one. In our 

example, a hyperbolic tangent function activates hidden layers. 

A full-connected layer with a linear activation function is 

placed on these concealed RNN layers. The neural network's 

depth facilitates extracting high-level temporal patterns from 

information making it generally more challenging to change the 

parameter. 

i. L1 Regularization: 

L1 regularization is the preferred choice when having a high 

number of features as it provides sparse solutions. Even, we 

obtain the computational advantage because features with zero 

coefficients can be avoided. The regression model that uses L1 

regularization technique is called Lasso Regression. 

 For instance, we define the simple linear regression model Y 

with an independent variable to understand how L1 

regularization works. 

 For this model, W and b 

represents “weight” and “bias” respectively, such as 

𝑊 =  𝑤1, 𝑤2, 𝑤3 … … . 𝑤𝑛                           (6) 

 And,  

𝑏 =  𝑏1, 𝑏2, 𝑏3 … … . 𝑏𝑛                                 (7) 

And Ŷ is the predicted result such that 

𝑌^ =  𝑤1𝑥1   +   𝑤2𝑥2 +  𝑤3𝑥3 … … 𝑤𝑛𝑥𝑛 + b         (8) 
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The below function calculates an error without the 

regularization function 

Loss = E (Y, Y^)                                               (9) 

And function that can calculate the error with L1 

regularization function, 

Where 𝝺 is called the regularization parameter and 𝝺> 0 is 

manually tuned. Also, 𝝺=0 then the above loss function acts as 

Ordinary Least Square where the high range value push the 

coefficients (weights) 0 and hence make it underfits. 

ii. L2 regularization: 

L2 regularization can deal with the multi-collinearity 

(independent variables are highly correlated) problems 

through constricting the coefficient and by keeping all the 

variables. L2 regression can be used to estimate the 

significance of predictors and based on that it can penalize the 

insignificant predictors. A regression model that uses L2 

regularization techniques is called Ridge Regression. 

Here, 𝝺 is known as Regularization parameter, also if 

the lambda is zero, this again would act as OLS, and if lambda 

is extremely large, it leads to adding huge weights and yield as 

underfitting.  Substituting the formula of Gradient Descent 

optimizer for calculating new weights; 

E. Linear Discriminant Analysis(LDA) 

A well-known arithmetical technique called LDA is 

frequently used as a dimensionality decrease tool in machine 

learning and design appreciation presentations. LDA reduces 

an n-dimensional dataset into a lesser k-dimensional dataset 

though maintaining the important class discrimination data 

(kn). But in this study, we employ the LDA as an organization 

method and investigate how it might be used to grow an 

intrusion discovery perfectly [37]. Instead of using the LDA as 

a feature decrease method. LDA offers several useful features, 

making it a fantastic technique for creating intrusion detection 

models. To begin with, it is clear-cut and easy to use. Second, 

it is more effective and requires less calculation. The LDA-

based model, in the end, performs better than several other 

well-known intrusion-finding methods. We define the LDA's 

essential operation in this division and offer an illustration.  

Take a look at a dataset with k different class labels. 

Let 1 2 3{ , , ,..., }kS S S S S=  represent the collection of these 

k classes. We describe the period matrix iSlc  for period 

iS S  as follows if the dataset is d-dimensional (without the 

period make): 

11 12 1

21 22 2

1 2

d

d

ci

n n nd

a a a

a a a
Sl

a a a

 
 
 =
 
 
 

   (10) 

Wherein every row admission in the i iSlc Class S  

period matrix. The period matrix iSlc  mean vector is 

identified by the following symbols and is an array made up of 

the means of each of its column vectors:  

1 2 3[ ]
iSlc a a a adm m m m =  (11) 

Where 1am  is the class matrix iSlc  mean for the i-th column 

attribute. The worldwide unkind vector is. Therefore the 

average of all of the period means vectors, which is 

represented by: 

1

1
i

k

c

i

Sl
k

 
=

=     (12)  

A mean-adjusted class matrix is then designed. This is the 

period matrices whose columns components for each row are 

deducted from the corresponding area defined by the 

worldwide mean vector (µ) and is represented by: 

[ ][ ] [ ]mc

i ciSlc Sl a b b= −    (13) 

Where the row and support directories of the period matrix 

iSlc  are represented by a = 1, 2,..., n and b = 1, 2,..., d, 

respectively. The class matrix iSlc  a covariance matrix is 

therefore defined as 

cov *
Tmc mc

i i
i

i

Slc Slc
Slc

n
=     14)   

Where in the mean corrected class matrix 
mc

iSlc , 
Tmc

iSlc  and 

in , respectively,. stand for the transposition and the number of 

row entrances. The combined collection covariance matrix of 

the dataset is distinct as follows if there are k classes in the 

dataset:  

cov

1 1

1
;

k k

j j j

j j

S n Slc where N n
N = =

 
= = 

 
   (15) 

We now generate the linear discriminant function (LDF) of 

each of the k classes to classify a new data item instance 
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1 2{ , ,... }dx x x x= into one of the k classes. The LDF for 

class iS  is as follows: 

1 10.5 ln( )
i i i

T T

i Slc Slc Slc if S x S p − −= − +  (16) 

S is the pooled subgroup covariance matrix, and C1 is 

its inverse. 
Tx  and 

i

T

Slc  are the transfers of the category 

mean direction 
iSlc  and the input data points vector x, 

respectively. The category with the maximum LDF assessment 

receives the data point x. 

IV. RESULTS AND DISCUSSION 

A. Simulation Environment 

The suggested IoT attack classification and detection 

system were developed, tested, and evaluated using the NSL-

KDD dataset of significant assaults on IoT communication. It 

was found that the classifier model also contained two (for 

binary assault discovery) or five categories (multi-attack 

organization). Python libraries are used to implement the 

suggested system. A high-performance computing environment 

was used to assess the multicore architecture, CPU, and 

graphical dispensation organization effectiveness of the 

NVIDIA GeForce® Quadro P2000 graphics card (GPU). 

B. Performance Metrics 

This section introduces and assesses the proposed 

RNN-LDA model outcomes and its evaluation. Self-

organizing incremental neural networks (SOINN), multi-layer 

perceptron neural networks (MLP), deep neural networks 

(DNN), convolutional neural networks (CNN), and residual 

neural networks are the three types of classifiers used in the 

studies' lowest-layer classifiers (ResNet-50). 

A "true positive" (TP) is an occurrence that we predicted 

would happen and whose yield occurred as expected. 

• True Negatives (TN): When we anticipated 

something would be false, it was. 

• False Negatives (FN) are instances where we 

expected an accurate result, but the actual yield was 

likewise incorrect. 

• A false negative is when we anticipated a false result 

but received a correct one (FN). 

• The percentage of accurate predictions the classifier 

makes represents its accuracy. It details how well the 

classifier performed overall. According to its 

definition, 

TP TN
Accuracy

TP FN FP TN

+
=

+ + +
       (17) 

Precision is the proportion of accurately predicted positive 

results to all anticipated positive observations. Precision and 

an extremely low False Positive Recall are connected. 

Pr
TP

ecision
TP FP

=
+

           (18) 

Recall, which measures the fraction of correctly categorized 

positives, is another helpful evaluation statistic. The recall is 

calculated using the TP and FP values. 

Re
TP

call
TP FN

=
+

       (19) 

The F1-score is calculated using the precision and recall 

weighted average. It acts as a statistical metric for evaluating 

how effectively the classifier works. Both false positives and 

false negatives are taken into account in this ranking. 

 
*

2*
precision recall

F Score
precision recall

− =
+

     (20) 

"Root Mean Squared Error" is the square root of the average 

error between the actual data and the anticipated data (RMSE). 

To calculate its value, you can use formulas (35). 

( )
2

'

1

1 n

i i

i

RMSE x x
n =

= −
 (21)

 

Where the forecast sample number is n; the value speed at the 

time i is ix ; the forecasted value at the time is 
'

ix ; and the 

actual value at the time i is the average of ix . 

i. Precision Analysis 

Table 2: Precision Analysis for RNN-LDA method with existing 

systems 

Number 

of data 

from 

Dataset 

 

SOINN 

 

 

MLP 

 

DNN 

 

 

CNN 

 

ResNet-

50 

 

RNN-

LDA 

1000 88.637 80.324 79.632 86.435 82.536 90.228 

2000 88.425 81.526 81.532 87.452 83.627 90.536 

3000 88.926 80.528 79.524 86.920 82.298 91.652 

4000 89.926 81.327 79.063 86.213 82.738 92.873 

5000 90.325 81.732 80.637 87.338 83.927 91.932 

6000 89.425 82.653 80.937 87.228 84.325 92.536 
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Figure 5: Precision Analysis for RNN-LDA method with existing 

systems 

A precision comparison of the RNN-LDA technique with 

different well-known approaches is shown in Fig. 5 and Tab. 2. 

The graph shows how better a precision performance was 

obtained using the deep learning approach. In contrast to the 

SOINN, MLP, DNN CNN, and ResNet-50 models, that have 

precisions of 88.637%, 80.324%, 79.632%, 86.435%, and 

82.536%, respectively, RNN-LDA has a precision of 90.228% 

while using 1000 data. The RNN-LDA model, however, 

performed admirably with various data sizes. RNN-LDA has a 

precision of 92.536% for 6000 data, while SOINN, MLP, DNN 

CNN, and ResNet-50 have precision values of 89.425%, 

82.653%, 80.937%, 87.228%, and 84.325%, respectively. 

ii. Recall Analysis 

Table 3: Recall Analysis for RNN-LDA method with existing systems 

Number 

of data 

from 

Dataset 

SOINN 

 

MLP DNN 

 

CNN ResNet-

50 

RNN-

LDA 

1000 88.536 91.324 83.526 84.829 87.213 96.435 

2000 88.072 91.627 83.928 84.953 86.023 96.223 

3000 89.452 92.763 84.229 85.435 86.536 95.425 

4000 90.322 92.733 85.083 85.627 86.220 95.053 

5000 91.832 93.403 85.227 87.936 87.186 95.326 

6000 90.728 94.756 84.627 87.425 87.637 94.652 

 

 
Figure 6: Recall Analysis for RNN-LDA method with existing 

systems 

The RNN-LDA methodology is compared to other widely used 

methods in Fig. 6 and Tab. 3. The graph demonstrates how the 

deep learning approach has an improved recall performance. 

For instance, the RNN-LDA model, with 1000 data, has a 

recall of 96.435%, whereas the SOINN, MLP, DNN CNN, and 

ResNet-50 models have recall values of 88.536%, 91.324%, 

83.526%, 84.829%, and 87.213%, respectively. With various 

data sizes, the RNN-LDA model nevertheless worked 

effectively. RNN-LDA has a recall of 94.652%, while SOINN, 

MLP, DNN CNN, and ResNet-50 models have recall values of 

90.728%, 94.756%, 84.627%, 87.425%, and 87.637% under 

6000 data, respectively. 

iii. F-Score Analysis 

Table 4: F-Score Analysis for RNN-LDA method with existing 

systems 

Number 

of data 

from 

Dataset 

SOINN 

 

MLP DNN 

 

CNN ResNet-

50 

RNN-

LDA 

1000 92.637 89.738 93.727 87.819 85.435 97.536 

2000 92.397 90.425 94.637 87.425 86.935 97.425 

3000 91.092 89.231 95.225 88.182 87.324 98.026 

4000 91.526 89.062 94.827 87.927 87.027 97.324 

5000 91.324 89.526 94.673 87.535 86.526 97.226 

6000 91.028 89.425 95.781 88.652 86.103 98.536 

 

 

Figure 7: F-Score Analysis for RNN-LDA method with existing 

systems 

An f-score comparison of the RNN-LDA approach with 

several established methods is shown in Fig. 7 and Tab. 4. 

The graph shows how the deep learning approach has an 

improved f-score performance. Compared to the SOINN, 

MLP, DNN CNN, and ResNet-50 models, which have f-

scores of 92.637%, 89.738%, 93.727%, 87.819%, and 

85.435%, respectively, RNN-LDA has an f-score of 

97.536% with 1000 data. The RNN-LDA model, however, 

performed admirably with various data sizes. The f-score 

for RNN-LDA under 6000 data is 98.536%, whereas those 

for SOINN, MLP, DNN CNN, and ResNet-50 are 91.028%, 

89.425%, 95.781%, 88.652%, and 86.103%, respectively. 
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iv. Accuracy Analysis 

Table 5: Accuracy Analysis for RNN-LDA method with existing 

systems 

Number 

of data 

from 

Dataset 

 

SOINN 

 

 

MLP 

 

DNN 

 

 

CNN 

 

ResNet-

50 

 

RNN-

LDA 

1000 97.036 88.526 91.652 94.213 89.952 97.636 

2000 96.202 89.062 91.920 94.827 90.425 98.636 

3000 96.526 88.425 93.627 94.435 90.218 98.435 

4000 96.213 88.213 94.637 95.637 92.435 98.219 

5000 96.942 89.637 93.324 95.229 92.763 97.926 

6000 96.231 89.435 93.902 96.536 91.325 99.821 

 

The accuracy of the RNN-LDA approach is contrasted with 

that of other methods in Fig. 8 and Tab. 5. The graph shows 

that the deep learning strategy produced higher performance 

with accuracy. Compared to the SOINN, MLP, DNN CNN, 

and ResNet-50 models, that have an accuracy of 97.036%, 

88.526%, 91.652%, 94.213%, and 89.952%, respectively, 

RNN-LDA has an accuracy of 97.636% while using 1000 data. 

The RNN-LDA model, however, performed admirably with 

various data sizes. Like RNN-LDA, SOINN, MLP, DNN CNN, 

and ResNet-50 models have accuracy scores of 96.231%, 

89.435%, 93.902%, 96.536%, and 91.325%, respectively, 

under 6000 data while RNN-LDA technique has an accuracy of 

99.821%. 

 
Figure 8: Accuracy Analysis for RNN-LDA method with existing 

systems 

v. Processing Time 

Table 6: Processing Time Analysis for RNN-LDA method with 

existing systems 

Number 

of data 

from 

Dataset 

SOINN 

 

MLP DNN 

 

CNN ResNet-

50 

RNN-

LDA 

1000 7.832 6.536 4.836 3.726 2.636 1.076 

2000 7.425 6.324 4.732 3.963 2.038 1.452 

3000 7.063 5.926 5.029 3.224 2.137 1.635 

4000 7.213 5.065 5.432 4.029 2.541 1.906 

5000 9.637 6.625 5.201 4.526 3.028 2.038 

6000 8.536 6.063 5.139 4.213 3.627 2.536 

In Tab.6 and Fig.9, the processing time comparison of the 

RNN-LDA methodology with existing methods is shown. The 

data shows that the RNN-LDA method has outperformed the 

alternative ways in every aspect. For instance, the RNN-LDA 

method has processed 1000 data in 1.076 seconds as opposed 

to 7.832 seconds, 6.536 seconds, 4.836 seconds, 3.726 seconds, 

and 2.636 seconds for existing methods such as SOINN, MLP, 

DNN CNN, and ResNet-50 respectively. Similarly, for 

processing 6000 data with the RNN-LDA method takes 2.536 

seconds, whereas SOINN, MLP, DNN CNN, and ResNet-50 

methods require 8.536 seconds, 6.063 sec, 5.139 seconds, 

4.213 seconds, and 3.627 seconds, respectively. 

 
Figure 9: Processing Time Analysis for RNN-LDA method with 

existing systems 

vi. Training and Testing Validation 

Table 7: Training and Testing validation Analysis for RNN-LDA 

with the existing system 

Epochs Train Test 

0 1.53 1.34 

5 1.33 1.13 

10 1.09 0.83 

15 0.75 0.67 

20 0.65 0.53 

25 0.57 0.45 

30 0.49 0.35 

35 0.24 0.21 

40 0.15 0.19 

45 0.12 0.14 

50 0.07 0.09 

 

In Tab.7 and Fig.10, the RNN-LDA technique's Training and 

Testing Validation Analysis is demonstrated with existing 

systems. In all aspects, the proposed RNN-LDA technique 
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performed brilliantly, for the given data. The RNN-LDA’s 

training and testing validation times with five epochs are 1.33 

and 1.13, respectively. Similarly, after 50 epochs, the RNN-

LDA’s training and testing validation coefficients are 0.07 and 

0.09, respectively. The proposed method performs best with 

minimum loss. 

 
Figure 10: Training and Testing validation Analysis for RNN-

LDA with the existing system 

vii. RMSE Analysis 

Table 8: RMSE Analysis for RNN-LDA method with existing 

systems 

Number 

of data 

from 

Dataset 

 

SOINN 

 

 

MLP 

 

DNN 

 

 

CNN 

 

ResNet-

50 

 

RNN-

LDA 

1000 26.452 25.832 22.536 21.827 18.926 16.827 

2000 27.907 25.393 22.102 21.072 19.425 17.636 

3000 27.627 27.602 24.736 21.627 19.324 16.029 

4000 29.272 27.435 24.324 22.838 19.826 16.325 

5000 31.527 26.187 24.029 23.793 21.652 17.425 

6000 30.627 26.762 23.726 22.632 20.627 18.627 

 

 
Figure 11: RMSE Analysis for RNN-LDA method with existing 

systems 

The RMSE comparison of the RNN-LDA approach with 

several known methods is shown in Fig.11 and Tab.8. The 

graph shows that the deep learning technique yielded superior 

outcomes with reduced RMSE values. RNN-LDA, for 

example, has an RMSE of 16.827% with 1000 data, whereas 

the SOINN, MLP, DNN CNN, and ResNet-50 models have 

slightly higher RMSEs of 26.452%, 25.832%, 22.536%, 

21.827%, and 18.926%, respectively. The RNN-LDA model, 

on the other hand, has exhibited maximum performance with 

low RMSE values for various data sizes. Similarly, the RMSE 

value of RNN-LDA under 6000 data is 18.627%, whereas 

SOINN, MLP, DNN CNN, and ResNet-50 models have 

RMSEs of 30.627%, 26.762%, 23.726%, 22.632%, and 

20.627%, respectively. 

viii. Dataset Accuracy Comparison Analysis 

Table 10: Dataset Accuracy Comparison Analysis 

Dataset Accuracy Values 

NSL-KDD(Wang et al. [38])  99.28 

NSL-KDD (Singh et al. [39]) 98.66 

NSL-KDD (Bamakan et al. [40] ) 98.30 

NSL-KDD Dataset 99.821 

 

 
Figure 12: Dataset Accuracy Comparison Analysis 

V. CONCLUSION 

The main goal of this initiative was to apply AI and machine 

learning technologies to detect cyber-attacks on physical 

systems as soon as possible. The key assault categories are the 

subject of this work (DDoS, Probe, U2R, R2L). As a result, we 

provide a novel Recurrent Neural Networks (RNN) cyberattack 

detection system that integrates AI and machine learning in this 

study (ML). The Network Security Laboratory-Knowledge 

Discovery Databases (NSL-KDD) dataset, which includes all 

of the significant risks, was used to assess the created system in 

this case. The dataset was normalized beforehand to remove 

errors and erroneous information. Linear Discriminant Analysis 

(LDA) is used to extract the features (LDA). Because the 

RNN-LDA method is so good at resolving sequence problems, 

time series prediction, speech recognition, text generation, 

machine translation, image description generation, handwriting 
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recognition, and other issues, it was chosen for this work. A 

model called RNN-LDA has been proposed for learning time-

ordered orders of network flow traffic and evaluating how well 

it can spot unusual activity. Existing models like Self-

organizing incremental neural network (SOINN), Multi-layer 

perceptron (MLP) neural network, Deep neural network 

(DNN), Convolutional neural network (CNN), and ResNet-50 

had little impact on predictive performance, with the suggested 

framework winning out with an overall accuracy of 97.321% in 

determining whether a user will belong to a particular 

group.The sensors that compose the technical system will use 

the methodologies outlined in this study to collect new data. It 

will then be compared to various ways of notion generation. 

Following the construction of a robust prediction model, the 

researchers will devise action plans for staying safe in 

potentially hazardous settings. 
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