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Abstract— Online Conversation media serves as a means for individuals to engage, cooperate, and exchange ideas; however, it is also 

considered a platform that facilitates the spread of hateful and offensive comments, which could significantly impact one's emotional and mental 

health. The rapid growth of online communication makes it impractical to manually identify and filter out hateful tweets. Consequently, there is 

a pressing need for a method or strategy to eliminate toxic and abusive comments and ensure the safety and cleanliness of social media 

platforms. Utilizing LSTM, Character-level CNN, Word-level CNN, and Hybrid model (LSTM + CNN) in this toxicity analysis is to classify 

comments and identify the different types of toxic classes by means of a comparative analysis of various models. The neural network models 

utilized for this analysis take in comments extracted from online platforms, including both toxic and non-toxic comments. The results of this 

study can contribute towards the development of a web interface that enables the identification of toxic and hateful comments within a given 

sentence or phrase, and categorizes them into their respective toxicity classes. 

Keywords- abusive comments, toxic classes, LSTM, CNN, Hybrid model, toxic classes, word-level and character-level, online interface. 

 

I. INTRODUCTION 

In recent years, online platforms and social networking 

website communities have become increasingly pervasive and 

vital for facilitating social interaction and data sharing. 

Undoubtedly, social networking website represents the most 

significant milestones of the 21st century. This podium 

provides a gigantic environment for their users to communicate 

ideas. The Internet is an open communication and multifaceted 

mass medium. However, the issues of harassment and 

cyberbullying have emerged as serious concerns that deter a 

vast majority of users from expressing their thoughts and 

opinions. In light of this challenge, our research aims to 

develop technology that utilizes deep learning models to detect 

the abusive language in online conversations, which will define 

as anything that is disrespectful, rude, or abusive. These toxic 

comments are then categorized into different classes such as 

toxic, severe-toxic, threat, insult, identity, obscene. It's 

noteworthy that in online conversations, it's possible for a 

single comment to contain multiple types of abuse and toxicity 

simultaneously. To build a deep learning model capable of 

detecting multiple types of abusive language in a given 

comment, this article utilized the multi-label jigsaw-toxic-

comment-classification-challenge dataset provided by the 

Kaggle competition. The dataset used in our research 

comprises a significant quantity of comments and it has data 

imbalance. This problem is solved using random under-

sampling and random over-sampling techniques. We trained 

various robotic models: long-short term memory (LSTM), 

character level, word level Convolutional neural network 

(CNN), and Hybrid model, which consists of the LSTM layer 

and CNN layer. then we performed a comparative analysis in 

terms of the performance of these trained models. we create an 

online web interface using Gradio app. this online interface 

takes the real-time comment as input in the string section and 

after submission of the comment it predicts the toxicity and 

classifies the comment into various toxic levels and represents 

the classification in the output section. The structure of this 

paper is in this way. In segment 3 presents the intricacies of the 

literature survey while in segment 4 we narrate the text data 

pre-processing, details of design and various methodologies 

involved in this paper. Segment 5 is devoted to results, which 

contain detailed information about the performance of the 

trained models. Finally, Segment 6 contains the outcome and 

potential directions for further research. 

II. LITERATURE SURVEY 

Correlated studies have examined inappropriate language, 

harassment, abusive remarks, cyber bullying, and inciting 

hatred. Toxic comment detection has become a study area, and 

researchers have developed numerous strategies to eliminate 

biases in Toxic Comment Detection and Classification. 

Detecting hate and abusive comments is a supervised 

classification problem that may be accomplished using neural 

networks [22] or manual feature engineering [26]. Aminu 

Tukur et al (2020) worked on Multi-label Binary Classification 

of toxic comments using Ensemble Deep learning. Ensemble 

learning integrates the single-model outputs to enhance 

generalization and predictions. researchers stated that 

Ensemble learning improves upon three crucial aspects of 

learning, statistics, and computation. Zaheri et al (2020) used 
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the RNN approach to identify the toxic comments. The 

magnificent parameter might be a series of terms tagged as 

belonging to a particular class. RNN-LSTM recognizes the 

comment as a group of pointed words identical to a time series, 

attempting to learn how the words in a time series closely 

related to a certain label are aligned. The models' presentation 

was compared to the benchmark model. Nayan Banik et al 

(2019) developed a method for detecting hateful and abusive 

comments that employ two common deep learning-based 

design known as Long Short-Term Memory (LSTM) and 

Convolutional Neural Network (CNN) and proposed 

performance statistics of the various trained models. B. Vidgen 

et al. (2019) proposed the intrinsic unconsidered obstacles of 

toxic comment discern and potential clarification to them in a 

systematic manner and the researchers in [5] researched with 

Convolutional neural networks and stated that toxicity can be 

reduced over time and intrinsic intelligence can be obtained. 

According to Spiros V. Georgakopoulos et al. (2018), for text 

categorization issues, the information reflects the previously 

indicated analytical features based on the reality that 

neighbouring terms in a sentence have dependence, but their 

interpretation is not uncomplicated. The word embedding 

method was trained on a huge volume text of terms, generating 

a dense vector with a defined aspect and constant values for 

each word, and the values of this dense vector do not alter 

during the process of training a neural network model. Aken et 

al (2018) worked on categorization impediments of abusive 

comments and compare various neural network models and 

superficial techniques on a new, huge dataset of the comments, 

proposing an ensemble that exceeds the classification 

performance of all individual classifiers. Further, the 

researchers corroborate their experimental results on the 

alternative dataset. The ensemble results allow the researchers 

to conduct a comprehensive error analysis, which exposes the 

obstacles for further research. These difficulties include a lack 

of paradigmatic context and inconsistent dataset labeling. 

Mujahed A. Saif et al (2018) performed an analysis of LSTM 

and CNN models in terms of performance statistics. Among 

the two Long Short-Term Memory layers, four convolutional 

neural network layers, logistic regression, RNN and LSTM 

were performed. K.Kavitha et al(2022), Waseem et al (2017) 

stated that hate speech can be expressed in various forms. 

Implicit abusive or hateful comments can be expressed with a 

touch of satire and mockery [27][28]. Explicit abusive or 

hateful comments consist of disrespectful terms for example 

‘shit’, ‘dumbasses, and ‘shithole’. Implicit abusive or toxic 

comments are frequently challenging to detect and require 

analysis of the semantics of comments. Explicit abusive or 

hateful comments can be recognized by using the lexicons of 

that comment and the automated identification and 

classification of abusive and hateful comments are challenging 

obstacles in NLP (Natural Language Processing). K.Kavitha et 

al. (2022 )[8] proposed neural network models for automated 

abusive and toxic comment detection and classification are 

based on the numerical representation of the words and the 

features of classifiers on these numerical format 

representations (Nobata et al., 2016). And the vector values are 

tuned through the training process of convolution neural 

networks and support vector machines (SVM). Another 

common approach considered here is to utilize constant dense 

vectors for terms, which have been generated depending on 

word embedding ways such as word2vec [29] and GloVe [30]. 

These algorithms were trained on a huge term of terms, 

yielding a dense vector with a particular aspect and constant 

values for each word. All these papers perform the detection 

and classification of hateful and abusive comments using the 

deep learning models this paper considers. This report  

performed the observation and classification of hate speech and 

abusive comments using Long Short-Term Memory (LSTM) 

and Convolutional Neural Networks (CNN). This research 

attempted to identify and categorize the obscene, insult, toxic, 

threat, severe-toxic, and racial-hate comments. Fig 2. describes 

the timeline diagram of the literature survey. 

 

Figure 2.  Literature Survey Timeline diagram 

III. SYSTEM DESIGN & IMPLEMENTATION 

System Design & Implementation is mainly categorized 

into three sections the first section is System Design and this 

section deals with the overall classifier design. The second 

category deals with text pre-processing, which consists of 

various data balancing techniques to balance the dataset and 

techniques that encodeuncleaned raw data into a computable 

format. The third category mainly deals with the selection of 

neural network models for training purposes. The combination 
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of these three approaches for a better outcome while using 

neural networks. 
 

A.  Design Analysis 

The toxic comment classification model performs as illustrated 

in the following flowchart diagram. Moreover, the huge text 

dataset that is gathered from Kaggle consists of two datasets 

named the training dataset and the test dataset. The training 

dataset which includes 159752 comments and tweets has been 

utilized for model training and the test dataset consisting of 

153165 tweets comments and tweets has been utilized for 

model testing. The neural network models can be trained and 

tested on real-world communication comments and tweets. The 

imbalanced text dataset can be balanced by using various 

balancing techniques These comments are pre-processed in 

such a way that the stop words are eliminated to obtain the 

most meaningful words and Lemmatization has been applied in 

order to recover the essence word from its multiple forms, 

Regular expressions are employed to eliminate hash tags, 

hyperlinks, punctuations, convert words from uppercase to 

lowercase to ignore distinctness in consideration of the 

identical term sowing to case sensitiveness. Most often used 

abbreviated variants of words are modified into their native 

English forms, resulting in a significantly cleaner dataset for 

the models to train on. In order to divide sentences into an 

array of terms, Tokenization is performed on train data. This 

process is essential for word vectorization. For the most 

common 50000 words in the text, utilized pre-trained word 

embeddings and fig 3.1. demonstrates the entire Workflow of 

the implementation. 

Figure 3.1.  Workflow Diagram

Data pre-processing: Analyzing & Balancing Dataset: Two 

individual datasets were downloaded from Kaggle, the first 

dataset is for testing and the second dataset is for training 

purposes. These two datasets have a massive number of 

comments and tweets, and their unique IDs. it has six 

classification categories those are a insult, threat, toxic, 
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obscene, severe-toxics identity and moreover, each category of 

classification called “class” consists of two binary values “1” 

which indicates toxic or abusive comments, and “0” which 

represents the non-toxic comments or tweets and toxicity of 

their respective classification category. The second dataset is 

for testing purposes and it also has a large number of 

comments and unique IDs for the comments and tweets, Fig 

3.2. Visualizes the total occurrences of toxicity classes. 

 

Figure 3.2. Toxicity classes occurrences 

The Kaggle dataset has a huge number of tweets and 

comments, this dataset exhibits a class inequality and greater 

than 75% of the records in the dataset are non-toxic comments. 

This article overcame this obstacle by utilizing random 

sampling methods. This article uses both random under-

sampling and random over- 

sampling approaches to create new comments for the minority 

classes shown in fig 3.5. the header part of the training dataset 

and header part of the testing dataset was engraved in fig 3.3 

and fig 3.4 respectively. 

 

 

 

 

 

Figure 3.3. Training Dataset 

 

 

Figure 3.4. Testing Dataset 
 

Figure 3.5. Training Dataset Before and After Balancing 

• Data Cleaning: The data which is gathered from the real 

world is typically in an unstructured and unorganized format, 

in order to eliminate extraneous values, the text data have to 

clean, fill in the missing value, eliminate data inconsistency, 

and by applying data cleaning techniques, can obtain quality 

and clean data.Data-cleaning operations performed by using 

the NLTK library. The cleaning operations are as follows: 

o Stemming: This technique is typically used to transform 

all the prefixes, suffixes, circum fixes, or infixes into 
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their stem word. This process is required to make all the 

words uniform 

o Lemmatization: Lemmatization and stemming are two 

popular aproaches used in natural language processing 

to simplify words to their base or root forms. While 

stemming involves obtaining the stem of a word, 

lemmatization captures the canonical form of a word 

based on its lemma. For instance, if the word "Worst" as 

an example, stemming may not be able to obtain the 

precise form of the word. However, using the 

lemmatization technique, it is possible to convert the 

word to "Bad," 

• Tokenization and conversion of text to sequence:  

Tokenization is the most commonly used text preprocessing 

technique and used that technique to segment an entire text into 

small units such as paragraphs, sentences, words, and 

alphabets. Training a neural network model with entire 

paragraph sentences and alphabets as a token for textual 

analysis and pre-processing is complicated as it requires a 

fundamental approach. So, in this process, there a need to 

instruct a neural network model on words as well as their 

significance. Hence, by utilizing the Keras tokenizer class, 

tokenized textual content into words. 

To reduce the size of the embedding layer, the keras tokenizer 

was trained on the 50,000 most frequently occurring unique 

words in the training data, with less commonly used words 

being eliminated from consideration. A unique and specific 

integer is assigned to each word in the form of a word-index 

dictionary, allowing for the conversion of text-based data into a 

numeric format that can be digested by a neural network. This 

conversion process is crucial, as neural networks exclusively 

work with numerical data and necessitate this methodology for 

successful model training. The words of text in train data need 

to be converted to a sequence of numbers respectively as 

shown in fig 3.6. 

 

Figure 3.6. Conversion of Text input into Sequence of numbers

• Word Vectorization:  

Word Vectorization, or Word Embedding, is an innovative 

method for extracting and retaining the semantic connections 

between disparate words. Although one-hot encoding can 

represent the words numerically and uniquely, it lacks the 

ability to identify the intricate relationships between words and 

their contextual meanings, which is a major drawback of this 

approach. Word embeddings function under the premise that a 

word's context and significance can be inferred from the words 

surrounding it. In comparison to one-hot encoding, which maps 

each word to a vector with a single 1 at its respective location, 

word embeddings can capture more nuanced information about 

the relationships between words. For instance, if our word 

vector consists of [hi, how, are, you], and we're examining the 

word "you," its corresponding input vector would be [0,0,0,1]. 

However, when working with larger vocabularies such as 

210,000, one-hot encoding becomes less efficient and produces 

word vectors that are predominantly filled with zeroes and 

Word embedding involves generating dense vectors for each 

word that contain an array of numeric values. that reflects the 

word's interconnectivity with other words. Typically, word 

embeddings are created through training on vast amounts of 

data, although pre-existing word embeddings such as Google's 

word2vec and Face book’s Fast Text embedding can also be 

employed. In order to create a 300-dimension vector for each 

term in our terminology, utilized pre-rained Fast Text 

embeddings from Facebook. The benefit of this continuous 

embedding is that words with similar predictive power will 

appear closer together on our word vector and in this word 

embedding were found 999995-word vectors. The downside is 

that this creates more of a black box where the words with the 

most predictive power get lost in the numbers. 

B.  Models Implementation: 

Several models were trained to classify various types of 

toxicity. Among these models, the LSTM classifier was chosen 

as the baseline model, owing to its prevalent use in the 

literature. Moreover, a CNN classifier was trained using both 
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Word and Character embeddings. Furthermore, a Hybrid 

model was developed by combining the LSTM and CNN 

classifiers. The Hybrid model comprises two layers, namely 

the CNN and the LSTM layer. 

•  Long Short-Term Memory (LSTM) 

The detection of toxic tweets and comments is carried out 

using the Long Short-Term Memory (LSTM) Recurrent Neural 

Network. The design of the LSTM is analogous to that of the 

conventional RNN, and the overall format is depicted in Figure 

3.7. 

 

Figure 3.7. Structure of LSTM model 

In the specific context of toxicity detection in textual content, 

the LSTM architecture (as illustrated in Figure 3.8) has 

emerged as a promising approach due to its unique cellular 

design. In this architecture, each cell operates autonomously 

and can selectively add or remove information to the cell state 

through the gate layers, enabling the model to capture and 

retain meaningful insights conveyed by individual words 

throughout the comment. Furthermore, the LSTM model 

comprises a dense layer with a predetermined number of units 

equivalent to the concatenated word vectors of every term in 

the comment. To construct the embedding layer, the Fast Text 

method, a proven technique in natural language processing, 

will be utilized. At the core of the LSTM model is the memory 

cell, referred to as the 'cell state,' which plays a vital role in 

maintaining the model's state over time. The cell state is 

depicted as a horizontal line in the diagram below and can be 

envisioned as a conveyor belt that allows information to flow 

smoothly and remain unaltered. Figure 3.9 provides review of 

the LSTM method, highlighting the significance of the 

memory cell in facilitating its functionality 

Figure 3.8. Architecture of LSTM 

Figure 3.9.  LSTM model Summary 
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• Character-level Convolutional Neural Network (CNN)  

This study employed a 1-Dimensional convolutional layer on 

the concatenated character embedding layer for character-level 

analysis of input  

comments. This approach offers distinct advantages in 

handling misspelled words, word permutations, and contextual 

word conjugation in languages. The model reads each 

character, including spaces, and generates a one-hot 

embedding of the comment. Detailed visualization of the 

model structure and summary is afforded in Figure 3.10 and 

Figure 3.11, respectively. 

 

 

Figure 3.10. Character-level CNN model structure 

Figure 3.11: Character level CNN model summary 

•  Word-level Convolutional Neural Network (CNN) 

Our research methodology involved implementing a model 

based on the standard CNN approach. To create a concatenated 

word embedding layer, and utilized FastText word embeddings 

to align the words of the input text with a fixed dense vector. 

This research study utilizes a CNN model that incorporates a 1-

Dimensional convolutional layer applied to the concatenated 

word embeddings of each input comment. The convolutional 

layer encompasses 128 filters with a kernel size of 5, enabling 

it to consider a window of 5-word embeddings in each 

convolution operation. Following this, a Fully connected layer 

with 50 units is included, followed by the output layer, as 

depicted in Fig. 3.12. Fig. 3.13 provides a detailed overview of 

the model architecture. 

Figure 3.12. Word-level CNN structure 
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Embedding layer – Word vector representations. 

Convolutional layer – run multiple filters over the data. 

Fully connected layer – classify input based on filters 

If, take a bag of words qi, . . ., qi+K  the resulting vector is the 

concatenation of these words, as follows: 

Xi = [qi, qi+1, . . . ,  qi+k] ∈ 𝑅 k x d                           

(1) 

After applying the convolution filter to each bag, obtain scalar 

values ri, one for each ithbag.:   

ri = g (xi(u)) ∈ 𝑅                                         (2) 

Usually, multiple filtersu1, . . ., uL are utilized in practice, which 

can be represented as a vector multiplied by a matrix U, and 

then added to a bias term b: 

ri = g (xi (U+b))                              (3) 

with ri ∈ 𝑅l, xi ∈ 𝑅k x d , U ∈ 𝑅k . d x l and b∈ 𝑅l       

Figure 3.13. Word-level CNN model summary 

• Hybrid Model (LSTM + CNN) 

 This research paper, present a novel hybrid model that 

combines two popular deep learning design, LSTM and CNN, 

CNN model will be constructed on top of the LSTM model, 

CNN structure extracts the text feature vector output from 

LSTM as shown in fig 3.14. This model’s performance is 

compared with the previous models.  

The LSTM structure presents a significant improvement over 

traditional RNN models. When it comes to extracting semantic 

information and features from lengthy text sequences. In this 

model, Specifically, the CNN component takes the output 

vector generated by the multi-layer LSTM as its input vector, 

thereby allowing for the extraction of additional characteristics 

from the input text sequences and improving the accuracy of 

the categorization process. fig 3.15 illustrates the summary of 

the hybrid model. 

H = [h1, h2, . . ., hT]T                            (4) 

hT        the feature vector of the t-th word within a given text 

sequence, consisting of m dimensions. 

T      the number of expansion steps within the LSTM 

architecture, equivalent to the length of the text sequences. 

The quantity of hidden layer nodes in the LSTM architecture 

corresponds to the length of the vector.H ∈ 𝑅m x Tis the matrix 

of input for the convolutional neural network. F ∈ 𝑅j x kis the 

convolutional filter, and j signifies the characterstic 

information derived from j neighbouring words during the 

convolution operation, while k denotes the aspect of the word 

embedding vector. 

F = [F0, … Fm-1], where F is the convolution filter.At time step 

t, a singular value will be obtained as follows 

𝑂𝐹𝑡
= 𝑅𝑒𝐿𝑈[(∑ ℎ𝑡+𝑖  

𝑇𝑚−1
𝑖=0 𝐹𝑖) + 𝑏]                             (5) 

                        b             bias 

 F, b The parameters associated with this particular filter 

The activation function utilized in this instance is RELU, and 

its expression is given by the following formula: 

F(n) = max (0, n)                                                       (6) 

To generate the probability distribution pertaining to the labels, 

softmax function is used. The equation governing the 

probability of classifying n as category m using the softmax 

function is as follows  

    𝑃(𝑦(𝑖) = 𝑚 |𝑛(𝑖);  𝜃) =

 
𝑒𝜃𝑚

𝑇 𝑛(𝑖)

∑ 𝑒𝜃𝑚
𝑇 𝑛(𝑖)𝑘

𝑘=1

                                         (7)

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 7 

DOI: https://doi.org/10.17762/ijritcc.v11i7.7834 

Article Received: 24 April 2023 Revised: 18 June 2023 Accepted: 04 July 2023 

___________________________________________________________________________________________________________________ 

 
    101 
IJRITCC | July 2023, Available @ http://www.ijritcc.org 

Figure 3.14. Hybrid model structure 

Figure 3.15. Hybrid model summary 

IV. RESULTS 

In this article, The AUC ROC score (area under the 

receiver operating characteristics curve) was initially utilized 

to conduct a comparative analysis of 

the model's performance. Character-level CNN has least AUC 

ROC score and Hybrid model has the highest AUC ROC score. 

Table 1 illustrates the AUC ROC score of the various model. 

 

 

Table 1: AUC ROC score of four models 

Another comparative analysis performed by utilizing the 

accuracy score. Remarkably, all four methodologies 

demonstrated impressive performance, with a success rate 

exceeding 88%. The classification accuracy pertaining to the 

six toxic categories is illustrated in the subsequent table.  

Clearly, the Hybrid model outperforms the remaining three 

models in terms of accuracy and Character-level CNN achieve 

the less accuracy than LSTM, Word-level CNN and Hybrid 

model, but the accuracy difference between these advanced 

methods and below Table 2 illustrates the classification 

accuracy of various models.  

Model LSTM Word-level CNN Character-level CNN Hybrid model (CNN+LSTM) 

AUC ROC score 0.9841 0.9747 0.9813 0.9842 
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Table 2: Classification Accuracy 

Below graph illustrates the comparison of classification accuracy and AUC ROC score of the four models .

Figure 4.1. Performance Comparison 

The fig 4.2 illustrates the classification of each comment into 

various toxic classes and the trained models provide the 

percentage of toxicity of various classes of given comment. 

 

Figure 4.2. Classification of comments 

The fig 4.3visualizes responsive web interface that  created using 

gradio. It takes comment as input and classifies the comment into 

various toxic classes and visualizes the toxicity of given comment as 

shown in the below fig. 

 

Fig 4.3: Gradio web interface 

V. CONCLUSION & FUTURE SCOPE 

In recent years, both the industrial and research 

communities have devoted significant efforts toward the 

development of an effectual model for the detection and 

classification of toxic comments in online communication 

channels. Given the criticality of this issue in the context of 

user engagement, our study was dedicated to the exploration of 

a novel methodology for text classification, which incorporates 

the use of Long Short-Term Memory and Convolutional 

Neural Networks. Through our investigation, we have 

established the potential of this hybrid model in effectively 

addressing the challenges associated with online toxic 

comment identification and classification. Our study involved 

the implementation of four distinct models, each aimed at 

detecting the levels of toxicity associated with online 

comments. Impressively, all four models demonstrated 

exceptional performance, highlighting the effectiveness of the 

various approaches in identifying and classifying toxic 

comments accurately. As per our study, the combination of 

LSTM neural network and Convolutional neural networks is an 

Model LSTM Character-level CNN Word-level CNN Hybrid model (LSTM+CNN) 

Accuracy 88.75% 83.54% 90.34% 92.63% 
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optimal approach for text classification tasks. Our results 

indicate that with sufficient and appropriate training data, the 

proposed model demonstrates remarkable performance on 

testing data, accurately classifying sentences into various 

toxicity categories while also providing the corresponding 

toxicity percentage for each sentence. This highlights the 

capability of the proposed model as a reliable and efficient 

gadget for detecting and classifying toxic comments in online 

communication platforms. Additionally, we created a web 

interface using Gradio. This interface allows us to give real-

time comments as input to the model and classify the comment 

and visualizes the toxicity of that comment. 

In future studies, we aim to investigate alternative 

methods for data augmentation and data pre-processing 

techniques to address the issue of class instability in the Kaggle 

jigsaw dataset. Additionally, we plan to enhance the 

performance of the model by exploring the possibility of 

enlarging the number of neural network layers to handle more 

intricate long-text classification tasks. Another intriguing 

approach we intend to explore is combining bidirectional 

LSTM and bidirectional GRUs in a single model. Such 

explorations have the potential to improve the performance of 

our proposed hybrid model for text classification tasks. 
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