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Abstract— In order to accurately observe the globe, land use and land cover are crucial. Due to the proliferation of several global 

modifications associated with the existence of the planet, land use/land cover (LU/LC) classification is now regarded as a topic of highest 

significance in the natural environment and an important field to be researched by researchers. Google Earth provides satellite image dataset 

which contains high-resolution images; these images are used to analyze the land area. In order to address the dearth of review articles 

throughout the land use/land cover classification phase, we proposed a full evaluation, which might help researchers continue their work. 

Therefore, the purpose of this study is to investigate the methodical steps involved in classifying land use and land cover utilizing the Google 

Earth platform. The most widely used techniques researchers employ to achieve LU/LC classification using Google Earth Engine are examined 

in this work. The classification of land use and land cover for a specific region using time series was covered in this study, along with the many 

types of land use and land cover classes and the approach employed by Google Earth. The limits of the GEE tool and difficulties encountered 

during the process of classifying land use and cover have also been covered in this survey document. The importance of this review rests in 

inspiring future scholars to tackle the LU/LC analysis problem successfully, and this study offers researchers a road map for assessing land 

use/land cover classification. 

Keywords-: Land use land cover classification; Remote sensing; Google earth engine; Landsat, machine learning; Classifiers. 

 

I.  INTRODUCTION  

Particularly in metropolitan areas, the significance of 

accurate and timely information regarding the kind and extent of 

land holdings, as well as changes through time, is on the rise. 

Understanding how the Earth appears from orbit is crucial for 

determining how human activity affects natural resources over 

time. Maps of the earth's features and infrastructure now use 

more complex data from remote sensing satellites. The terms 

"land use" and "land cover" have different connotations when 

used in the context of remote sensing for science. Forests, 

marshes, grasslands, river lands, and urbanized and developed 

areas are examples of natural and biological ecosystems that can 

be detected from the earth's surface known as land cover. Land 

use categories define the activities that occur on the ground and 

reflect the present usage of lands such as developed institutions, 

supermarket run malls, greens grounds, and dams.[15] Rapid 

advancements in ML algorithms and prepared ease of use of big 

datasets put geographies on the threshold of impressive growth. 

In order to manage natural resources, it is necessary to classify 

remote sensing images in order to derive usable information 

from their spectral signatures of land cover type. [14] Earth-

surface and ground-cover can understand the Earth's surface 

phenomena. The evaluation of sparse-temporal image 

classification in LULC can also be significant for studying and 

attracting human activities with the environment, environ-

mental disaster risk estimation, development policies for 

environment, spatial forecast, and complex exchanges between 

carbon cycles. [3] To classify land cover types for a particular 

area we use multispectral and multitemporal images. These 

images easily provided by the remote sensing techniques. 

Remote sensing techniques are reliable way to define land cover 

classes because these techniques provide easily accessible large-

scale data. AI machine learning (ML) and deep learning (DL) 
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are innovative systems with remote sensing (RS) images for 

image processing. Land cover classification is the most 

fundamental sources of information when managing 

environmental and agricultural monitoring tasks. [4] For the 

planning and sustainable development of the agricultural system, 

knowledge of crop yield and yield is very important. Consistent 

information of the crop fields provides planners, and policy 

makers with valuable information to make decisions regarding 

procurement, storage, public supply, export-import and 

eventually food safety of the nation [6] The most popular use of 

images is the marking of pixels in captured images is referred to 

as classification with useful real-world data for im-proved 

performance and information extraction that is useful 

thematically cadastral records, vegetation, and other data are all 

stored on maps and the type of land cover could be calculated 

using the satellite picture description.[16] Several distant 

Approaches to image classification based on sensing have been 

used for the  mapping of LU/LC. It includes the widely used 

supervised form, supervised and unsupervised processes can be 

used. ISODATA (Iterative Self-Organizing Data Analysis) 

clustering, the neural network, K-means and Fuzzy C-means 

clustering approach are the unsupervised approaches. The k-

nearest neighbor (KNN), minimum distance classifier, 

maximum likelihood classifier (MLC), support vector machines 

(SVM) and Random Forest Classifiers (RFC) are some of the 

most widely used supervised methods [29]. The use of remotely 

sensed images to predict LU/LC    classification has sparked a 

lot of interest among researchers.  

The geospatial software Google Earth Engine (GEE) was 

released in 2001. The GEE platform had forty-year 

multitemporal data available, which aided researchers in their 

study of analysis the Earth's surface. Researchers, particularly 

those in the RS group, can benefit from the many tools that GEE 

provides for studying geographical data. The main benefit of 

GEE is that it does not require users to download or manage data 

on a local computer and is a free cloud-based service [13]. It is 

built on Google's cloud computing infrastructure, and Google 

does calculations for it automatically. All operations are 

performed in bulk and in parallel on Google's CPUs and GPUs 

[3]. The intricacies of parallel computing are disguised by this 

system automation [9]. 

In addition to the different datasets already included in GEE, 

researchers can easily add and distribute their own datasets, 

scripts, and templates via URLs [5]. Other maps and items are 

made-to-order. whenever a user requests it. Furthermore, since 

almost all of the necessary resources are already available on 

GEE [16], Installing third-party software packages like ENVI 

and ERDAS is not necessary. 

A robust web-based programming interface is used in com-

bination with GEE. Users will concentrate on the logic of data 

collecting and programmable workflow. You only need to log in 

in order to access all GEE control. Additionally, there is an 

online code editor where you can create scripts, debug them, and 

view the outcomes immediately after compilation. 

The GEE library contains a wide number of functions and 

algorithms for evaluating different datasets. All the algorithms 

are parallel in nature and can automatically manage data through 

several servers. To help users put their ideas into practice, the 

GEE platform combines machine learning, image processing, 

vector processing, geometric analysis, various visualization, and 

several complex algorithms. The GEE functions are typically 

sufficient to meet the requirements of a standard scientific 

project. Users may also use GEE to implement their own 

algorithms and then post-process the data. 

During the land use land cover classification process Google 

Earth images were used as datasets. Some researchers explained 

their results revealed the Random Forest, k-nearest neighbor, 

and the support vector machine were in order of overall 

accuracy. According to survey the LU/LC classification process, 

using RF classifier provides good accuracy. 

II. MOTIVATION 

According to the findings of the report, there is currently no 

complete discussion of the land use/land cover classification 

method utilizing Google Earth Engine in any of the literature 

reviews on LU/LC. As a result, we feel compelled to write a 

scientific review paper that covers all phases of the LU/LC 

classification process using the Google Earth Engine tool for the 

knowledge of future researchers around the world. 

III. OBJECTIVE 

The following is a list of this review's primary goals: 

• The primary aim of this assessment article is to discuss 

the significance/applications of LULC classification, 

summaries LULC classes and basics of image 

processing required for categorization of land use and 

land cover to forecast possible land cover.  

• The second objective is to discuss the flow of 

methodology and summarize various stages of the land 

use/land classification process using Google Earth 

Engine and techniques /methods involved in those 

stages. 

• The end purpose is to outline the GEE tool's limits as 

well as the numerous difficulties faced in LU/LC 

categorization in order to make it easier for future 

academics to tackle the issue. 
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IV. SECTONS OF THE PAPER 

The remainder of the paper is divided into parts and arranged as 

follows:  The “Methodology of LULC Classification” describe 

the step-by-step process of LULC classification. Then Sub-

sections describing all steps of classification in detail. “Dataset 

collection” sub-section describes the datasets and their origins 

that are eligible for LULC classification in GEE. The sub-section 

"Image pre-processing techniques" discusses the techniques for 

pre-processing satellite images. The land cover classes 

(categories) are defined in the “Define Land Cover Land Use 

Classes” sub-section. Then comes sample collection for training. 

The "LU/LC classification methods" sub-section includes a few 

examples of LU/LC classification techniques. The "Result 

analysis and accuracy assessment" sub-section described 

methods to validate results and commonly used metrics. Finally, 

we have discussed the challenges and limitation of GEE tool in 

section named “Challenges” and the “Conclusions” section 

illuminate the study's findings. 

V. METHODOLOGY OF LULC CLASSIFICATION 

The procedure of LU/LC classification was prompted by natural 

causes and major changes on the earth's surface over a lengthy 

period of time. In a remote sensing situation, many photos from 

several satellites, plus a GIS environment have been chosen as 

the most important facts a place where several types of land 

cover shift such as deforestation, agricultural land expansion, 

and population growth over time, there has been an increase in 

urbanization and a loss of wetlands at variety of time intervals 

are predictable [27]. Stages used in the process of LU/LC 

classification select region of interest, chose dataset, image pre-

processing, Training sample collection, classification, Result 

analysis and accuracy assessment. 

The generic flow of the LU/LC classification using 

GEE tool is clearly presented in this paper, the conceptual view 

shown in Figure 1. This figure is showing step by steps process 

of LULC classification using GEE tool. We have given the 

detail of all available datasets in GEE in table 1 with its purpose 

and source of each dataset. Selection of dataset is very 

important step in LULC classification process. Because dataset 

is the input to next step of the process. Next, we have discussed 

Image preprocessing techniques available in GEE.                       

Preprocessing methods depends on datasets, which dataset we 

have chosen for our study because GEE provide some already 

corrected datasets which take less processing time as we have 

already discussed in this section above. Because it is the first 

step after dataset selection, pre-processing of satellite images 

should be done properly. Then we need to define the classes 

before training sample selection. Any number of classes we can 

define according to the purpose of our research. Next, we have 

discussed many   methods of training sample selection. 

stratified random sampling, stratified systematic, stratified 

sampling and simple random sampling methods are used by 

researchers Then next step is run ML classifier, we have 

discussed all classification methods provided by GEE in 

subsection. Next step is drawing the result of the classification 

and accuracy assessment. We have discussed in detail about 

kappa coefficient and confusion matrix. So, this is basic flow of 

the classification methodology used in GEE for LULC 

classification. The detailed description of techniques/ methods 

used in all steps are presenting in following sub sections. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Flow chart of the methodology 

A. Data Set Collection 

The most important step in the LU/LC classification is   

choosing an appropriate dataset. The image data was taken from 

https://earthexplorer.usgs.gov/. Datasets from various time 

periods must be carefully collected before being processed in a 

remote sensing environment. We discovered that several 

datasets were used by scholars and scientist in the study of the 

LU/LC classification in different studies. Table 1 represents a 

couple of them. The Table 1 is available on Github 

(https://github.com/amita1101/LULC-Process-

Tables/blob/main/GEE-Dataset.docx?raw=true) 

 

B. Image Data Prepossessing 

The consistency and clarity of satellite images are enhanced 

using image pre-processing techniques. A few of the image pre-

processing methods offered by GEE are shown in Table 2.  In 

Google Earth Engine Landsat-8 SR, Landsat-8 TOI and 

Landsat-8 OLI data sets are Geometrically, atmospherically, 

and radiometrically corrected. Only clouds masking is done by 

researcher by using ‘pixel_qa’ band, it is used to remove clouds 
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from the image. But we have Landsat-8 Raw dataset also, if we 

use this in our research then we can use tool to remove these 

errors but we have already corrected data so use that pre 

corrected data as it took less processing time. In Sentinal 1 has 

thermal noise removal, Radiometric calibration, Terrain 

correction. These corrections already done by GEE using 

sentinal1-toolkit. Sentinal 2 has cloud removal band (QA60) for 

cloud masking.  In Google Earth Engine, the     image pre-

processing tool enables users to create cloud-free, 

topographically corrected image compo-sites for a user-defined 

extent and time (GEE). Within seconds, the tool visualizes the 

image composite, allowing the user to perform a crosscheck 

and, if necessary, change the strategy. After that, the image 

composite can be saved to the user's Google Drive for later use. 

 

C. Define Land Cover/ Land Use Classes 

Land cover is defined as resulted features on land surface area 

of earth, and its relationship with economic function, it becomes 

land use [11]. Table 3 summarized maximum number of LULC 

classes defined by researchers. Fourteen LULC classes are 

mapped by level III classification in GEE map. Mostly 

researchers mapped only 6 basic level I classes: water, forest, 

urban, bare land, crop, desert and develop land [28]. For classify 

subcategory of any of the basic class we need to sub classify 

that class. Like this we can find out the maximum number of 

possible classes in our study area by increases the level of 

classification. 

 

D. Training Sample Selection 

The amount and distribution of samples have an impact on the 

outcome of land-cover classification. Missing or imbalance 

training samples have a detrimental impact on the classifier's 

parameter. The stratified random sampling is best to extract the 

same number of samples for each class, avoiding over-fitting 

and under-fitting problems. To obtain a preliminary spectral-

related land use map, unsupervised classification using k-mean 

clustering is used in most of the studies. 

Some other types like simple random sampling, stratified 

sampling and stratified systematic sampling are also used by 

researchers. Figure 2. shows stratified random sampling method 

used by many researchers in GEE. We can draw samples 

manually or by importing an existing vector shape via Google 

.CSV file. Earlier researchers were importing training data 

samples using Fusion table. But from December 2019 Google 

has turned off Fusion table service.  So, the approach used by 

researcher earlier is failed today. This information is very useful 

for the future research her of the area. GEE uses region 

sampling to turn each picture pixel (at a specified scale) that 

intersects one or more areas into a Feature and returns it as a 

FeatureCollection. In addition to any characteristics copied 

from the input feature, each output feature will include one 

attribute for each band of the input image. In GEE we have 

many datasets each dataset has different number of bands and 

each band defines one feature of that dataset. 

TABLE II. LAND USE/ LAND COVER CLASSES 

 Tier1 classes  Tier 2 classes 

1 Marshland  

[2,8] 

1.1 Non tidal marshes 

  1.2 Tidal marshes 

2 Herbaceous planted land 

[2,8] 

2.1 Hay 

  2.2 Fallow 

  2.3 Raw crops 

  2.4 Urban  

  2.5 Small grain 

3 Semi natural vegetation  

[2,4][8] 

3.1 Grassland 

4 Shrubland 

[2,8] 

4.1 Shurbland 

5 Non natural woody land 

[2,8] 

5.1 Vineyard, Orchard 

6 Barren land 

[2,4,8] 

6.1 Bare sand,clay,rock 

  6.2 Transitional 

  6.3 Strip mines 

7 Forested upland land  

[2,4,8] 

7.1 Evergreen forest 

  7.2 Mixed forest 

  7.3 Deciduous forest  

8 Water land  

[2,4,8][10] 

8.1 Partial water Ice, snow 

  8.2 Open water 

9 Developed land  

[2,8] 

9.1 Commercial, Industrial, 

Transportation  

  9.2 Low Intensity Residential 

  9.3 High Intensity Residential 

 

 
 

Figure 2.  Training sample selection 

 

E. Lu/Lc Classification Methods  

Both supervised and unsupervised machine learning 

methods are accessible through the GEE library. Maximum 

Entropy classifier, Decision tree, Decision Tree ensemble, 
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support vector machine classifier, minimum distance classifier, 

CART classifier, Gradient Tree Boost classifier, Naive Bayes 

classifier, and Random Forest classifier are a few of the 

supervised classification algorithms available in GEE. As 

mentioned above, GEE offers both sampling and training 

functions for supervised classification methods, which require 

labelled examples to train the classifiers. Several clustering 

techniques are also included in GEE, including the Learning 

Vector Quantization algorithm, Cobweb clustering algorithm, 

Cascade simple k-means algorithm, and X-Means, a K-Means 

algorithm with an effective cluster count estimation. In common 

mostly researchers used CART, SVM, and RF. According to the 

researchers RF classifiers is best for LULC classification, which 

provides the best performance and accuracy.   Mostly used 

classifiers methods by researchers in previous studies shown in 

table 4.   But as we have found that there are more classifiers 

available in GEE for land cover supervised classification like 

Maximum Entropy classifier, minimum distance classifier and 

Gradient Tree Boost classifiers are not frequently used by 

researchers. One study says that Gradient Tree Boost classifier 

provides more accurate classification than RF [23]. Two Studies 

[24,47], says that Maximum Entropy classifier gives less 

accurate results than CART and   RF. 

F. Result Analysis and Accuracy Assessment   

GEE tool Classifiers are usually evaluated based on 

key metrics such as accuracy. The review of these papers 

mainly evaluated the results in terms of the accuracy of 

classification of LULC classes and the percentage area of each 

land cover type While several papers within our sample provide 

values for matrices in these experiments, a direct comparison of 

studies based on these results is difficult. 

Any classification project must include an essential 

component called accuracy assessment. It contrasts the 

classified image with a different information source that is 

regarded as accurate or ground truth information. The ground 

truth can be gathered on the spot, but the process is tedious and 

expensive. Interpreting existing classified imagery, high-

resolution photography, or GIS data layers can also yield 

ground truth data. Even though it might be a two-step process, 

you still need to compare the results of different classification 

tactics or preparation sites because otherwise you risk not 

having the real facts and relying solely on the spec that was used 

to produce the classification. The most well-known method for 

evaluating the accuracy of a reviewed outline is to construct 

portions of irregular focuses from actual data and contrast them 

with the actual data in a confusion matrix. Accuracy evaluation 

is a significant and conclusive metric in the classification of 

remotely sensed images for identifying the LU/LC 

classification. The confusion matrix is used to equate the 

reference images to the classified images. The accuracy 

assessment determines how confident the classified photos are. 

The calculation of overall accuracy is the basic need, according 

to various studies, and the kappa coefficient is used to measure 

the correctness of the classification process.  User accuracy and 

Producer accuracy should also consider because some-times if 

we only focus on overall accuracy, we may get an erroneous 

sense of accuracy. Overall accuracy can be 98% by chance then 

kappa coefficient value plays a major role to confirm the 

reliability of data and level of agreement. The range of possible 

kappa values is -1 to 1, while it is most commonly found 

between 0 and 1. The value of unity denotes 100% agreement, 

showing that the raters agree on how to classify each case. As 

if the raters had merely "guessed" every rating, zero indicates 

agreement no better than that expected by chance. For strong 

agreement, the kappa coefficient value should be between 0.80-

0.90, and above 0.90-1.0 for complete agreement. So, in GEE 

frame-work uses Confusion matrix for accuracy assessment. 

VI. CHALLENGES 

This paper discusses challenges faced during the 

classification process and limitation of GEE tool that faced by 

re-searchers in LULC classification process. 

We found that during the acquisition of an image, extracting 

the study area's region of interest via datum coordinates obtained 

from a compatible satellite system. For researchers, this is a 

difficult challenge. 

The spatial resolution of currently accessible LULC data 

sets has to be improved. With the existing LULC data sets, which 

have a maximum spatial resolution of 30 meters, identifying 

grassland along roadside, streams, damaged portions of forest, 

and vegetative corridors across urban areas is difficult [20]. 

Geo-referencing (changing the location of the pixel) During 

satellite image pre-processing, a challenge is still the unknown 

coordinates of the ground truth image with the referenced 

satellite image for a particular region. (Sentinel data set.)24] 

We discovered that supplying accurate training datasets via 

a ground survey is still a problem for the LU/LC categorization 

process. 

It is still challenging to check the classified image for 

classification mistakes after classification.[20] 

Although the limitations of GEE are small, it is important to 

be aware of them. The following sections go through some of 

GEE's major drawbacks. 

While the data in the user's account is kept confidential, it is 

still stored on a private company's database, which many federal 

agencies and private companies find unacceptable. 

We found that due to large map sizes and internet speed 

constraints, faced while attempting to retrieve processed data. It 

took very large time when internet speed is slow.  
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VII. CONCLUSION 

The future of RS is changing due to the growth of massive 

geodata as well as current innovations in cloud computing and 

big data analysis services. GEE fundamentally provides a real 

method for academics, developers, and GIS scientists to extract 

relevant information quickly and efficiently from large RS 

datasets without the burdens of traditional data analysis 

methodologies. To resolve LCLU categorization over large 

areas and landscape monitoring over many years, researchers 

may use GEE's enormous collections of RS datasets, such as 

archived Landsat and Sentinel photos. 

It is found the stratified random sampling is best to 

extract the same number of samples for each class, avoiding 

over-fitting and under-fitting problems.  

Researchers employed various ML classification 

algorithms to classify the preprocessed satellite image into 

multiple classes. For the pre-processed satellite image mostly 

used classifiers are Clustering, CART, RF and SVM but we 

found that the RF classification methods provide good 

accuracy. Some classifiers like Maximum Entropy classifier, 

minimum distance classifier and Gradient Tree Boost classifiers 

are not commonly used by researchers. But we found that 

Gradient Tree Boost classifiers provide better accuracy the RF 

and Maximum Entropy classifier provide less accuracy than 

SVN, RF and CART. For drawing the result of the classification 

and accuracy assessment. We have deliberated in detail about 

kappa coefficient and confusion matrix.  

Today's land resource management decisions benefit 

from applying prediction methodologies to determine the 

LU/LC classification. 

Additionally, this information will aid government 

organizations like the Forest Service and urban planners in 

taking the necessary precautions to protect the LU/LC 

ecosystem. 

 

TABLE III.  LIST OF IMAGE PREPOSSESSING TECHNIQUES OF GEE FRAMEWORK 

 

Pre- Prossessing 

Techniques 

Explanation Methods Before Correction After Correction 

Radiometric 

Correction 

[17,39] 

[4,6] 

 

This correction is used for 

improving the image qaulity by 

removing sensor error. 

 

 

linear     

transformation 

[25] 

 
[20] 

 
[20] 

Topographic 

Correction 

[19,40,44] 

It's utilised to take into 

consideration illumination factors 

like slope, aspect, and elevation 

that might lead to variations in 

reflectance values for similar 

features in various topographical 

situations. 

Digital elevation 

model (DEM) [25]  

Dymond-Shepherd 

Approach 

[25] 

 
[22] 

 

 
[22] 

 

Atmospheric 

Correction 

[1,2,6],[4] 

[18,37, 40]  

This method is used to improve 

the clarity of satellite image by 

removing the atmospheric effects. 

It provides Cloud free image. 

Rudimentary cloud 

scoring algorithm 

[26] 

 
 [4] 

 
[4] 

Geometric 

Correction 

[4,43,44] 

In order to account for the effects 

of relief and view direction, it is 

helpful to align images with its 

correct geographic location. It's 

crucial to check that an image is 

placed precisely. 

Geo-referencing [25] 

 

 
[21] 

 
[21] 
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TABLE IV.  MOSTLY USED CLASSIFICATION METHODS OF GEE 
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