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Abstract— Neural Networks are the popular classification tools used in Medical diagnosis for early disease detection. The performance of 

Neural Networks is highly depended on the training process.  In the training process, the individual weights between each of the neuron are 

adjusted for better classification results.  Many Gradient-based and Meta-heuristic training algorithms are proposed and used by the researchers 

to improve the training performance of Neural Network. However, there are some limitations in both Gradient-based and Meta-heuristic 

algorithms when there are used individually.  To overcome these limitations and to improve the Multi-Layer Perceptron Network performance 

Hybrid algorithms are useful.  In this study, a review on advancements in Multi-Layer Perceptron Network training process for the improvement 

of classification performance is presented. 
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I.  INTRODUCTION 

Neural Network (NN) is the model inspired by the 
biological neurons, the basic elements of the human brain.  A 
biological neuron consists of Soma, Dendrites and Axon. Soma 
is the cell body where the cell nucleus is located.  Dendrites are 
the tree like network made of nerve fiber connected to the cell 
body.  An axon is a long connection extended to carry the 
signal from the neuron.  The end of the axon splits and 
terminated into a small bulb like organ called Synapses. 
Through synapses neuron passes signals to another nearby 
neuron [1].  The structure of biological neuron [2] is presented 
in figure 1. 

 
 

 
 
 
 
 
 

Figure 1. Structure of Biological Neuron 
 

An artificial neuron processes and transmits the information 
as a biological neuron does.  It can receive more than one input 
and perform necessary computations and generates the outputs.  
Basic structure of NN is shown in figure 2. 

 
 
 
 
 
 

 
 
 

Figure 2. Basic Structure of Neural Network 

Each input in the NN is multiplied by a weight value and 
the result becomes input for each neuron. Neuron uses transfer 
function to produce output for each layer.  Along with input 
layer and output layer, hidden layers may present to perform 
necessary intermediate computations [3].  

Neural Network forms many different simple and complex 
structures such as Feed Forward Neural Network, Recurrent 
Neural Network etc., to solve non-linear problems.  Among 
them Feed Forward Neural Network is the well-known type of 
NN, in which inputs from neurons in the previous layer will be 
passed to the next layer after processing. Multi-Layer 
Perceptron (MLP) is a widely used Feed Forward NN. Many 
training methods are available to train MLP network and each 
method has both its own advantages and disadvantages [4]. 

 

II. MULTI-LAYER PERCEPTRON NERURAL NETWORK 

Multi-Layer Perceptron is one of the most commonly used 
Neural Network architecture due to its lower complexity and 
ability to produce satisfactory result for non-linear 
relationships. This network is trained using supervised learning.  
A MLP usually consists of three or more layers: an input layer, 
one or more hidden layers and an output layer [5]. The general 
structure of MLP is presented in figure 3. 

 
 
 
 
 
 
 
 

 
 

 
Figure 3. Structure of MLP Neural Network 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication                               ISSN: 2321-8169 

Volume: 5 Issue: 6                                                   353 – 357 

_______________________________________________________________________________________________ 

354 

IJRITCC | June 2017, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

The most significant elements of MLP are the connection 
weights and biases.  The output of each node is calculated in 
two steps [6].  In first step, the weighted summation of the 
input is calculated using equation: 

 

                                   sj =  w ij
n
i−1 Ii + βj  

                               (1) 

where Ii is the input variable, wij is the connection weight 
between Ii and hidden neuron j, βj is bias. 

 

In second step, an activation function is used to generate the 
output of neurons based on the calculated weighted summation 
value.  Different types of activation functions such as Logistic, 
Hyperbolic, Exponential and Sigmoid can be used in MLP.  
Sigmoid function is the most applied activation function in 
literature.  The equation for sigmoid function is: 

 

                                        𝑓𝑖 𝑥 =
1

1+𝑒
−𝑠𝑗

                             (2) 

Once the output of each hidden neuron is calculated, the 
final output of MLP is calculated using equation: 

 

                                 𝑦𝑘 =   𝑤𝑘𝑗 𝑓𝑖 + 𝛽𝑘
𝑚
𝑖=1                        (3) 

III. TRAINING OF NEURAL NETWORK 

NNs are successfully implemented in Computer Aided 

Diagnosis (CAD) systems because of their capability to learn 

in an efficient manner.  Learning algorithms to train are 

significantly influence the classification performance of NN. 

Training is the process in which the best set of weights to 

minimize the error is evaluated using different learning 

algorithms.  Generally NN iteratively make changes in its 

weights and biases.  NN becomes more knowledgeable after 

each iteration of training process.  NN Training methods are 

classified into three types: Supervised, Unsupervised and 

Reinforced methods.   

 

Supervised Method: In Supervised method a teaching 

element will guide the NN during training process. 

 

Unsupervised Method: In Unsupervised method training 

process will be done in the absence of a teacher.  No one will 

guide the training process in this method. 

 

Reinforced Method:  Reinforced method is similar to 

supervised method.  In Supervised method the correct target 

and output values for each input pattern are known.  But in 

Reinforced method less information is available. Not the exact 

information, only critic information will be available.  

Learning based on this critic information is called Reinforced 

method [7]. 

A. Training of MLP : 

MLP is trained using Supervised Method.  The 
classification performance of NN depends on selection of 
learning algorithms.  In general learning methods are mainly 
classified into Gradient-based and Meta-heuristic search 
methods.  

1) Gradient–based algorithms: Gradient–based algorithm 
involves computing the gradient of some form of the 
performance measure for the network in weight space either 
exactly or approximately.  By using the calculated gradient the 

weight changes are determined with the suitable approach.  In 
this approach, the performance measure is the error between 
actual and desired output. Gradient–based algorithms are 
widely used in Back Propagation algorithms [8].   

Training of MLP using Back Propagation algorithm 

includes two phases: Propagation and Updation of weights.  In 

first phase the information presented in input vector is 

propagated forward through the layers of the network.  The 

error values between actual output and desired output is 

evaluated and these errors are propagated backwards.  Gradient 

value is calculated using these error values.     In second phase 

the weights are updated by the optimization of the calculated 

gradient.  Optimization is the process to achieve the best 

outcome of a given operation while satisfying certain 

conditions.  The training process will be continued until 

maximum number of epochs or the minimum acceptable error 

reached.  After completion of the training process, testing on 

another set of inputs will be done to determine how well Back 

Propagation generalized on the untrained inputs. The 

performance is evaluated generally using the measures such as 

Mean Squared Error (MSE) or Root Mean Squared Error 

(RMSE).  MSE and RMSE values can be calculated with the 

Equations: 

                                  MSE = 
 𝒕𝒊−𝒐𝒊

𝟐

𝒏
                                  (4) 

 
and 

 

                                  RMSE =  𝑀𝑆𝐸                              (5) 
 

Where ti is the required output, oi is the actual output and n 
is the total number of samples in the dataset.   

Different types of Back Propagation algorithms can be 
applied to train MLP network.  In this section the theoretical 
background of widely used training algorithms [9] such as 
Levenberg-Marquardt, Quasi-Newton, Resilient Back 
Propagation, Conjugate gradient and Gradient descent with 
variable learning rate are presented. 

 
Levenberg-Marquardt (LM): Levenberg-Marquardt algorithm 
is the evolution of Newton’s algorithm [10] given by: 

                               𝒘𝒌+𝟏 = 𝑤𝑘 − 𝐻𝑘
−1𝑔𝑘                          (6) 

 Where w is the weight matrix, H is Hessian matrix and g is 
the gradient.  The main objective of the LM algorithm is 
updating weights.  For weights updation hessian matrix should 
be calculated.  Hessian matrix is calculated by the second order 
derivative of total error function which is complicated.  
Therefore, instead of calculating Hessain matrix, Jacobian 
matrix is introduced and the method is known as Gauss-
Newton method.  The advantage of this method is its 
convergence about minimum and providing more accurate 
results.  LM is the fastest training algorithm but it requires 
more memory compared with other training methods [11]. 
 

 Quasi-Newton (QN): The computation of second derivatives is 

complicated in Newton’s method.  To overcome this 

complexity, the Quasi-Newton method is developed.  In QN 

method no need to calculate second derivatives.  The principle 

of this algorithm is based on the updation of an approximate 

Hessian matrix at each iteration [12].  Faster computation time 

and no need of iteratively solve linear system of equations are 

the main advantages of QN algorithm.  
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   Resilient Back Propagation (RBP): Sigmoid activation 

function is the generally used activation function for hidden 

layer of feed forward multilayer neural networks.  In sigmoid 

function the input values takes large value as the slope come 

closer to zero.  When steepest descent is used to train MLP 

with sigmoid activation function a problem occurs.  The 

magnitude of the gradient takes very small value.  Therefore, 

small changes in weights occur even though the weights and 

biases are far from its optimal value.  Hence, it is hard to train 

the network.  To overcome this problem, Resilient Back 

Propagation algorithm was generated.  RBP removed the above 

mentioned unwanted effects by considering the direction used 

instead of gradient [13]. 

  

Gradient descent with variable learning rate: In the training 

process, the learning rate is fixed with standard steepest 

descent.  The high performance of learning in the training also 

depends on the learning rate.  Too high or too low learning rate 

may take long time for the convergence.  In practice, it is very 

hard to decide the best value for leaning rate factor.  If larger 

learning rate gives stable results then the learning rate 

parameter can be increased [14].   

Generally selection of training algorithm depends on factors 

such as structure of the network, the number of hidden layers, 

weights and biases, Error rate of learning etc.  Slow 

convergence, high dependency on initial parameters and 

tendency to be trapped in local minima are the limitations of 

the Gradient-Based algorithms [15].  By considering the 

advantages and limitations of each Back Propagation Training 

algorithm the suitable one may be selected for a particular 

problem. 

 

2) Meta-heuristic algorithms: Meta-heuristic algorithms are 

the procedures that guide heuristic techniques such as 

construction based and local search based approaches in search 

space domain.  Meta-heuristic algorithms were proposed by the 

researchers as alternatives to the Gradient–based algorithms for 

MLP training.  Efficient implementation, fine-tuning and faster 

convergence are some of the advantages of Gradient–based 

algorithms.  However, these methods are also facing local 

minima issue.  To overcome the local minima problem Meta-

heuristic algorithms were developed.  The main aim of these 

algorithms is to go for global optimum.  In general Meta-

heuristic methods improve the learning process of NN than 

traditional Gradient–based algorithms.  For certain types of 

NNs these methods are not applicable.  But most of the Meta-

heuristic optimization methods can be applied on MLP [16]. 

Evolutionary and Swarm - based algorithms are the two 

main families of Meta-heuristic algorithms. Evolutionary 

algorithms incorporate randomness as the main mechanism to 

generate, evolve and update population based solutions until an 

adequate solution is found or maximum number of iterations is 

reached.  Swarm-based algorithms are inspired by the nature 

such as movements of birds, insects and other creatures in 

nature.  These methods update the generated random solutions 

using some mathematical models until an optimal solution is 

found.  Many Evolutionary algorithms and Swarm-based 

algorithms were used to train MLP.  In this section, some of the 

Meta-heuristic algorithm methodologies are presented.   

 

Genetic Algorithms (GA): Genetic algorithm is an evolutionary 

algorithm inspired by the Darwin’s theory of evolution and 

natural selection.  GA solves the optimization problems with 

the help of population of chromosomes. It randomly generates 

an initial population of chromosome which serves as parents.  

Once the operation started the current population of 

chromosomes is replaced by the new population of 

chromosomes until the stopping condition is satisfied [17].  In 

each iteration the population evolves best solution.  The 

evolution occurs by performing operations such as Selection, 

Crossover, Mutation and Replacement.  In Selection operation 

two parents are selected based on fitness value.  Genes are 

updated randomly in Mutation operation.  Crossover operation 

combines the distinct features from parents.  Replacement 

operator eliminates the inferior chromosomes for better 

solution [18]. 

 

Particle Swarm Optimization (PSO): Particle Swarm 

Optimization is motivated by the behavior of birds flocking 

proposed to explore optimal solution.  It can be implemented 

and applied successfully to solve various optimization 

problems.  It consists of particles population in search space.  

Each potential solution associated with random velocity is 

called as particle in the swarm.  These particles are located 

randomly when the swarm moves to find the optimal fitness 

value.  Based on the fitness value the previous best solution for 

the particle and overall best solution for the swarm are 

calculated after every iteration. The particles in the problem 

space will fly by following the best solutions so far [19].  

Achieving high-quality solutions in less time, flexibility in 

balancing global and local exploration and easy implementation 

are the main advantages of PSO.  PSO also maintain the track 

of previous best solutions to avoid the loss of previously 

learned knowledge [20].  

 

 Ant Colony Optimization (ACO): Ant Colony Optimization 

(ACO) is originated from the food foraging behavior of ants.  It 

can be used to solve multi-objective problems with high 

computation complexities.  To determine the shortest path a 

moving ant lay the pheromone which acts as a sign for other 

ants to follow.  The higher probability to follow it is calculated.  

The emergence of collective behavior forms the best path for 

ants to follow and make pheromone more stable for transferring 

the food back to the nest [21].  The main idea of ACO inspired 

by the behavior ants is a parallel search over several 

constructive computational processes.  This process depends on 

the local problem and dynamic memory structure containing 

the information about the quality of previously obtained result 

[22].   

 

Firefly Algorithm (FA): Firefly Algorithm is the recent swarm 

intelligence based Meta-heuristic algorithm that has 

successfully solved many optimization problems.  FA is based 

on the bioluminescent communication behavior of fireflies.   It 

mainly depends on the light intensity changes occur in fireflies.  

Different flashing intensities show various indications such as 

attracting mating partners, attracting hunt, etc [23].  FA is 

modeled by the level of interaction between fireflies.  Each fly 

has its own attractiveness to attract other fireflies.  Each firefly 

is attracted to the one which has higher glow.  FA capability in 

dealing complex problems with no or less knowledge of the 
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search space made it powerful swarm algorithm.  Flexible 

structure, clear and simple modeling are the important 

advantages of FA.  It also includes the significant features 

adopted from the existed evolutionary approaches such as a 

random walk strategy, a simulated annealing convergence 

strategy and movement rules to increase FA effectiveness so 

that premature convergence will be avoided [24].  

IV. APPROACHES TO IMPROVE MLP PERFORMANCE 

Efficiency of NN is highly influenced by its learning 

process.  The goal of learning process in MLP network is to 

find the best set of weights that can minimize the classification 

or prediction error.  In this section few studies on Gradient - 

based, Meta-heuristic and Hybrid algorithms to improve the 

MLP performance are presented. 

A. Gradient-based algorithms: 

Mohammed Sarhan et.al [25] mentioned that existing 

studies do not mention the relationship between training rate 

and momentum with gross weight that reduces the training 

accuracy. So, they suggested the creation of dynamic training 

rate with boundary and momentum terms with an inverse 

relationship between them to escape gross weight training to 

maintain high training accuracy.   

Hamed Azami et.al [4] used an NN ensemble, which is a 

learning concept in which a number of NN outputs are 

combined to improve the accuracy of classification.  Training 

algorithms such as BP with adaptive learning rate, BP with 

adaptive learning rate and momentum, Polak–Ribikre 

Conjugate Gradient Algorithm (CGA), Fletcher-Reeves CGA, 

Powell–Beale CGA, scaled CGA, Resilient BP (RBP) and One 

Step Secant and Quasi-Newton methods are used to develop 

NN Ensemble.  The classification accuracy is improved using 

NN ensemble approach.  

N.V. Saiteja Reddy et.al [26] analyzed the performance of 

Back Propagation algorithm with and without bias thresholds.  

The algorithm with bias threshold performed more efficiently 

than the BP algorithm without threshold. They concluded that 

practically it is very difficult to get a good NN topology just by 

using the number of inputs and outputs.  Further they stated 

that the requirement of number of hidden layer neurons 

depends on the type of the dataset samples and unnecessary 

increase in number of hidden layer may causes over-fitting 

problem.   

B. Meta-heuristic algorithms: 

Emina et.al [27] used GA to improve the classification 

accuracy on Breast Cancer Dataset.  They showed that GA is 

able to increase the training efficiency of NN.   

Sankhadeep Chatterjee et.al [28] used PSO based NN for 

the Dengue Fever classification to improve the classification 

performance of MLP.  

Christian Blum et.al [29] trained Feed-Forward Neural 

Network (FFNN) with Ant Colony Optimization algorithm.  In 

that study ACO algorithm outperformed to improve the 

classification performance of FFNN. 

Hossam Faris et.al  [15] trained Feed-Forward Neural 

Network with Lighting Search Algorithm (LSA) to overcome 

the local minima problem occurs in Neural Network.  LSA-

based training classified 16 standard datasets efficiently.  It 

showed the fast convergence speed.     

Ibrahim Aljarah et.al [6] proposed new training algorithm 

based on Whale Optimization Algorithm (WOA) to train MLP 

Neural Network.  WOA utilizes a population of search agents 

to determine the global optimum for optimization problems.  In 

this study WOA is applied to train MLP with single hidden 

layer.  The performance of proposed algorithms is tested with 

20 standard datasets.  WOA-based trainer performed better on 

majority of datasets than existing algorithms.  Along with 

higher accuracy WOA-based trainer showed fast convergence 

speed.  

C. Hybrid Training algorithms: 

According to the No-Free-Lunch (NFL) theorem [30] no 

optimization technique can solve all optimization problems. So, 

new optimization techniques should be developed for training 

MLP. This motivation leads to develop new hybrid techniques 

in the literature for MLP training.    

Artificial Bee Colony (ABC) algorithm was proposed based 

on the Honey Bee Swarms intelligent behavior in searching and 

to obtain solutions for problems related to optimization and 

classification.  Habib Shah et.al [31] improved the training 

efficiency of MLP with a new hybrid technique Global 

Artificial Bee Colony-Levenberq-Marquardt (GABC-LM) 

algorithm. GABC-LM performed better and produced 

prominent results.  

Fatma Mazen et.al [32] introduced a new hybrid approach 

called Genetic Algorithm based Firefly algorithm for training 

MLP neural network.  This approach optimized the weights 

between layers and biases of neurons to minimize the fitness 

function.  This simulation increased the performance of MLP 

than existed methods. 

Waheed Ali et.al [33] developed a hybrid technique which 

is a combination of ABC and PSO algorithms to train FFNN. 

To get rid of imperfections occurred in traditional training 

algorithms this hybrid approach is used.  The hybridization of 

ABC and PSO performed well than ABC and PSO.  

V. CONCLUSION 

In this paper the advancements in Gradient-based and Meta-

heuristic training algorithms to increase the MLP performance 

are presented.  Local minima is the major issue occurred when 

MLP is trained with Traditional Back Propagation algorithms 

such as Levenberg-Marquardt, Quasi-Newton, Resilient Back 

Propagation, Conjugate gradient, etc. A review on Meta-

heuristic algorithms such as Genetic Algorithm, Particle Swarm 

Algorithm, and Artificial Bee Colony which are used to train 

MLP network with improved classification accuracy to 

overcome the local minima issue is presented.  Further, the role 

of Hybridization of Gradient-based and Meta-heuristic training 

algorithms to improve MLP performance is studied in this 

paper.  From this study it can be concluded that Hybrid training 

algorithms may improve the MLP classification performance 

significantly than the individual training methods. 
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