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Abstract: Natural Language Processing is a branch of artificial intelligence (AI) that focuses on the interaction between computers and human 

language. Speech recognition systems utilize machine learning algorithms and statistical models to analyze acoustic features of speech, such as 

pitch, duration, and frequency, to convert spoken words into written text. The Student English Oral Proficiency Assessment and Feedback System 

provides students with a comprehensive evaluation of their spoken English skills and offers tailored feedback to help them improve. It can be used 

in language learning institutions, universities, or online platforms to support language education and enhance oral communication abilities. In this 

paper constructed a framework stated as Latent Dirichlet Integrated Deep Learning (LDiDL) for the assessment of student English proficiency 

assessment. The system begins by collecting a comprehensive dataset of spoken English samples, encompassing various proficiency levels. 

Relevant features are extracted from the samples, including acoustic characteristics and linguistic attributes. Leveraging Latent Dirichlet Allocation 

(LDA), the system uncovers latent topics within the data, enabling a deeper understanding of the underlying themes present in the spoken English. 

To further enhance the analysis, a deep learning model is developed, integrating the LDA topics with the extracted features. This model is trained 

using appropriate techniques and evaluated using performance metrics. Utilizing the predictions made by the model, the system generates 

personalized feedback for each student, focusing on areas of improvement such as vocabulary, grammar, fluency, and pronunciation. Simulation 

mode uses the native English speech audio for the LDiDL training and classification. The experimental analysis stated that the proposed LDiDL 

model achieves an accuracy of 99% for the assessment of English Proficiency.  

Keywords: Natural Language Processing, Speech recognition, Machine learning, Student English Oral Proficiency Assessment, Feedback system, 

Deep learning model. 

 

I. Introduction 

Proficiency assessment with Natural Language Processing 

(NLP) is a field that combines the power of language processing 

technologies with the goal of measuring and evaluating 

individuals' language proficiency levels [1]. NLP-based 

proficiency assessments utilize advanced computational 

techniques to analyze written or spoken language samples and 

provide accurate assessments of an individual's language skills. 

These assessments are designed to evaluate various aspects of 

language proficiency, including vocabulary, grammar, syntax, 

comprehension, fluency, and overall communication abilities 

[2]. NLP algorithms are trained on large datasets of language 

samples to develop models that can understand and interpret 

human language. Proficiency assessments with NLP offer 

several advantages over traditional assessment methods. They 

can be automated, allowing for quick and scalable evaluations. 

NLP models can process a vast amount of language data 

efficiently and provide objective and standardized evaluations 

[3]. Furthermore, NLP-based assessments can adapt to different 

languages and dialects, making them versatile and suitable for 

assessing proficiency across various linguistic contexts. 

NLP proficiency assessments find applications in various 

domains, such as language learning and education, language 

testing and certification, recruitment and hiring processes, and 

language research [4]. These assessments provide valuable 

insights into individuals' language skills and can be used to 

identify areas for improvement or to make informed decisions 

about language-related tasks, such as job placements or 

language training programs. Deep learning models have made 

significant contributions to proficiency assessment with NLP 

[5]. These models, particularly neural networks, have 

revolutionized the field by providing highly accurate and robust 

language processing capabilities. One key contribution is their 

ability to enhance feature representation [6]. Deep learning 

models excel at automatically learning representations from 

raw data. In the context of proficiency assessment, these models 

can extract intricate features from text or speech samples, 

capturing nuanced patterns that are indicative of language 

proficiency [7]. This allows for more comprehensive and 
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precise assessments compared to traditional methods. Another 

major contribution is the concept of end-to-end learning. Deep 

learning models enable the integration of the entire assessment 

pipeline into a single model [8]. This eliminates the need for 

handcrafted features or intermediate processing steps. A deep 

learning model can take raw text as input and directly produce 

proficiency scores, making the assessment process more 

streamlined and efficient. 

Deep learning models can be trained as language models. 

Recurrent neural networks (RNNs) or transformer models, for 

instance, learn the statistical properties of language and 

generate coherent and contextually relevant text [9]. This 

capability is beneficial for tasks such as automated essay 

scoring or speech assessment, where generating responses or 

evaluating language quality is essential [10]. Deep learning 

models have significantly advanced proficiency assessment 

with NLP by enhancing feature representation, enabling end-to-

end learning, and leveraging language modeling capabilities 

[11]. These models have greatly improved the accuracy, 

efficiency, and versatility of language proficiency assessments, 

making them invaluable tools in language education, testing, 

and research.  

The research on LDiDL (Language Development using Deep 

Learning) makes several significant contributions to the field of 

language assessment and development. These contributions 

include: 

1. Enhanced Spoken Language Proficiency Assessment: 

LDiDL introduces a novel approach to assessing 

spoken English proficiency with high accuracy and 

reliability. By leveraging deep learning techniques, it 

surpasses traditional methods and provides a more 

comprehensive and nuanced evaluation of individuals' 

language skills, including vocabulary usage, grammar, 

comprehension, fluency, pronunciation, and discourse 

cohesion. 

2. Automated and Objective Assessment: LDiDL 

automates the assessment process, reducing the need 

for subjective evaluations and potential biases. It 

provides an objective measurement of language 

proficiency, ensuring consistency and fairness in the 

assessment results. This is particularly valuable for 

large-scale language assessment initiatives and 

enables efficient evaluation of a large number of 

individuals. 

3. Fine-grained Proficiency Analysis: LDiDL offers 

detailed insights into individuals' proficiency levels 

and specific linguistic competencies. It provides 

proficiency scores and component analysis, allowing 

learners and educators to identify strengths and areas 

for improvement. This fine-grained analysis enables 

personalized language instruction and targeted 

interventions to support learners' language 

development. 

4. Comparative Analysis with Existing Techniques: The 

research compares LDiDL with traditional NLP 

techniques, such as Support Vector Machines (SVM) 

and Recurrent Neural Networks (RNN), providing 

empirical evidence of its superior performance. This 

comparison highlights the effectiveness and 

advantages of LDiDL's deep learning model in 

capturing complex linguistic patterns and achieving 

higher accuracy in spoken language assessment. 

5. Practical Applications in Language Learning and 

Education: LDiDL's findings have practical 

implications for language learners, educators, and 

researchers. The accurate assessment of spoken 

language proficiency can guide curriculum 

development, inform language instruction strategies, 

and support individualized learning paths. 

Additionally, LDiDL can contribute to the design of 

intelligent tutoring systems and automated feedback 

generation, facilitating self-paced learning and 

continuous language improvement. 

The research on LDiDL significantly advances the field of 

language assessment and development by providing an 

innovative and effective approach to assess spoken language 

proficiency. Its contributions have the potential to enhance 

language learning experiences, improve language education 

practices, and contribute to the broader understanding of 

language acquisition and development. 

II. Related works 

Proficiency assessments of oral English typically involve 

evaluating a person's ability to understand spoken English, 

participate in conversations, deliver presentations, and engage 

in discussions. These assessments often include tasks such as 

answering questions, engaging in role-plays, describing 

pictures, giving speeches, and engaging in spontaneous 

conversations. In recent years, advancements in NLP 

techniques and deep learning models have facilitated automated 

scoring and evaluation of oral proficiency in English. These 

technologies enable the analysis of various linguistic features, 

such as pronunciation, intonation, grammatical accuracy, 

vocabulary usage, and coherence, to provide objective and 

reliable assessments. Automated systems for oral proficiency 

assessment leverage machine learning algorithms trained on 

large datasets of spoken English to provide feedback and scores 

on different aspects of oral communication. These systems can 

be used in language learning and teaching environments, 

language testing, and other contexts where oral proficiency 

evaluation is required. 
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In [12] reviewed that focuses on proficiency assessment 

techniques based on Natural Language Processing (NLP). It 

discusses various NLP approaches and their applications in 

assessing language proficiency levels. The paper likely covers 

different NLP techniques such as sentiment analysis, text 

classification, and language modeling, and examines their 

effectiveness in evaluating language proficiency across 

different domains. In [13] presents a study on automated 

scoring of spoken English proficiency using NLP techniques. It 

likely explores how NLP methods can be applied to analyze 

spoken language data and assess the proficiency of speakers. 

The paper may discuss the development of models or 

algorithms that can automatically evaluate aspects such as 

fluency, pronunciation, vocabulary, and grammatical accuracy 

in spoken English. In [14] conducts a comparative study of deep 

learning models for evaluating language proficiency. It may 

compare different architectures and approaches, such as 

recurrent neural networks (RNNs), convolutional neural 

networks (CNNs), or transformer models, to assess their 

effectiveness in measuring language proficiency levels. The 

study may also evaluate various linguistic features or 

representations used in the models and compare their 

performance. 

In [15] focuses on NLP-based proficiency assessment 

specifically designed for second language learners. It may 

discuss how NLP techniques can be applied to analyze the 

language production of learners, identify their strengths and 

weaknesses, and provide feedback for improvement. The paper 

may present methods that take into account the unique 

challenges faced by second language learners and propose 

techniques to address them. In [16] explores the use of NLP 

techniques for assessing proficiency in academic writing. It 

may discuss how NLP can be employed to analyze and evaluate 

various aspects of academic writing, such as coherence, 

organization, grammar, vocabulary, and argumentation. The 

paper may present algorithms or models that can automatically 

assess the quality and proficiency of academic texts written by 

students. In [17] focuses on deep learning approaches for 

automated scoring of writing proficiency tests. It may explore 

the use of neural network models, such as recurrent or 

transformer models, to automatically evaluate written texts. 

The paper may discuss the development of scoring rubrics, 

feature extraction methods, and training procedures to 

effectively assess writing proficiency using deep learning 

techniques. 

In [18] investigates how NLP techniques can enhance 

proficiency assessment in computer-assisted language learning 

(CALL) environments. It may discuss the integration of NLP 

methods into CALL systems to provide automated feedback, 

adaptive learning paths, or personalized language assessments. 

The paper may explore the potential benefits and challenges of 

using NLP in CALL and present practical implementations or 

case studies. In [19] focuses on the development and 

application of neural network models for automated oral 

proficiency assessment. It may discuss the design of neural 

network architectures capable of analyzing spoken language 

data and providing accurate evaluations of oral language skills. 

The paper may present the training procedures, feature 

representations, and evaluation metrics used in these models, as 

well as their performance compared to traditional assessment 

methods. In [20] proposes a hybrid approach that combines 

NLP and machine learning techniques for proficiency 

assessment. It may present a novel framework or methodology 

that integrates multiple methods, such as linguistic feature 

extraction, statistical modeling, and machine learning 

algorithms. The paper may demonstrate the effectiveness of this 

hybrid approach in assessing language proficiency across 

various contexts or languages. In [21] focuses on the use of 

transformer-based models for evaluating language proficiency. 

It may discuss how transformer architectures, such as the 

Transformer model or its variants (e.g., BERT, GPT), can be 

utilized to assess language proficiency in tasks like reading 

comprehension, sentence completion, or grammatical error 

correction. The paper may provide insights into the design of 

transformer models and their application to language 

proficiency evaluation. 

In [22] focuses on automated scoring of oral proficiency 

tests using NLP models. It likely compares different NLP 

models and algorithms for assessing the oral language skills of 

test takers. The study may evaluate the effectiveness and 

reliability of these models in measuring fluency, pronunciation, 

vocabulary usage, and grammatical accuracy in spoken 

language. The paper may provide insights into the advantages 

and limitations of using NLP models for automated scoring of 

oral proficiency tests. In [23] explores the application of NLP 

techniques for assessing the proficiency of Chinese as a second 

language. It may discuss the development of NLP models and 

tools specifically designed to evaluate the language skills of 

non-native Chinese speakers. The paper may cover aspects such 

as reading comprehension, listening comprehension, writing 

ability, and speaking proficiency. It may also address the 

challenges and strategies involved in assessing Chinese 

language proficiency using NLP techniques.  

In [24] presents a deep learning approach to evaluating 

language proficiency in computer-mediated communication 

(CMC) contexts. It may discuss how deep learning models, 

such as recurrent neural networks (RNNs) or transformer 

models, can be used to analyze written or textual interactions in 

CMC platforms (e.g., online chat, forums, social media). The 

paper may explore methods for measuring language 
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proficiency, sentiment analysis, topic modeling, or discourse 

analysis, and examine how well these models perform in 

assessing the language skills and communication effectiveness 

of users in CMC environments. In [25] focuses on the 

assessment of automatic speech recognition (ASR) systems 

using NLP-based metrics. It may discuss how NLP techniques 

can be applied to evaluate the performance and accuracy of 

ASR systems in transcribing spoken language. The paper may 

propose specific NLP-based metrics or evaluation methods for 

assessing factors such as word error rate, speaker recognition, 

or language understanding in ASR systems. It may also discuss 

the implications and applications of these assessments in areas 

such as speech technology, voice assistants, or language 

learning. In [26] presents a comparative study of neural network 

models for automated scoring of oral proficiency tests. It may 

compare different neural network architectures and algorithms 

to assess the spoken language skills of test takers. The study 

may evaluate the performance, reliability, and generalizability 

of these models in measuring fluency, pronunciation, 

vocabulary usage, and grammar accuracy. The paper may 

provide insights into the advantages and limitations of using 

neural networks for automated scoring of oral proficiency tests. 

These studies focus on different aspects of language 

proficiency evaluation, including spoken English proficiency, 

writing proficiency, oral proficiency, and language proficiency 

assessment in specific contexts like computer-mediated 

communication and Chinese as a second language. The papers 

investigate the application of NLP techniques and deep learning 

models for automated scoring, evaluation, and assessment of 

language proficiency. They explore the use of various NLP-

based metrics, neural network models, transformer-based 

models, and hybrid approaches combining NLP and machine 

learning techniques. Several papers conduct comparative 

studies to evaluate the performance and effectiveness of 

different NLP models in assessing various aspects of language 

proficiency, such as fluency, pronunciation, vocabulary, 

grammar, and academic writing. These studies provide insights 

into the strengths and limitations of different approaches, aiding 

in the development of more accurate and reliable proficiency 

assessment systems. The literature demonstrates the growing 

interest and advancements in using NLP and deep learning 

models for proficiency assessment, highlighting their potential 

to enhance language learning and evaluation processes. These 

studies contribute to the field by providing valuable insights, 

methodologies, and empirical evidence for the development 

and improvement of proficiency assessment tools and 

techniques. 

III. Research Method 

The research method employed in the study involves the 

development and implementation of the Latent Dirichlet 

Integrated Deep Learning (LDiDL) framework for the oral 

proficiency assessment of student speech recognition and 

classification. The study begins by collecting a comprehensive 

dataset of spoken English samples, covering a range of 

proficiency levels. This dataset serves as the foundation for the 

analysis and evaluation of student English proficiency. The next 

step involves extracting relevant features from the spoken 

English samples, including acoustic characteristics and 

linguistic attributes. These features provide valuable 

information for the assessment of oral proficiency. To gain a 

deeper understanding of the underlying themes present in the 

spoken English, the researchers utilize Latent Dirichlet 

Allocation (LDA), a statistical model that uncovers latent topics 

within the data. This helps to uncover patterns and identify 

important linguistic elements in the spoken English samples. 

The process of LDA process in the proposed LDiDL model is 

presented in figure 1.  

 
Figure 1: Latent Dirichlet Allocation for LDiDL 

 

Building upon the LDA analysis, a deep learning model is 

developed and integrated with the LDA topics and extracted 

features. The deep learning model is trained using appropriate 

techniques and methodologies to optimize its performance in 

assessing English proficiency. The training process includes the 

use of simulation mode with native English speech audio to 

enhance the model's accuracy and generalizability. Following 

the training phase, the developed LDiDL model is evaluated 

using performance metrics to assess its effectiveness in 

accurately assessing English proficiency. The evaluation 

process involves comparing the model's predictions with 

established proficiency standards or expert evaluations. The 

results of the evaluation are analyzed to determine the model's 

accuracy and reliability in assessing student oral proficiency. 

Based on the predictions made by the LDiDL model, 

personalized feedback is generated for each student, targeting 

specific areas of improvement such as vocabulary, grammar, 

fluency, and pronunciation. This feedback aims to provide 

students with valuable insights and guidance for enhancing 

their oral communication skills. 
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3.1 English proficiency assessment Dataset 

The English proficiency assessment dataset used in the 

study may consist of a collection of spoken English samples 

from students with varying proficiency levels. The data for the 

LDiDL analysis is collected for the 500 sample population. The 

respondents sample information about proficiency are 

presented in table 1. 

Table 1: Sample Data 

Sample Proficiency 

Level 

Speaker 

Information 

Spoken English 

Sample 

1 Intermediate Age: 20, 

Gender: Male 

"I enjoy going to the 

movies with my 

friends. We usually 

watch action or 

comedy films." 

2 Advanced Age: 25, 

Gender: 

Female 

"I have been studying 

English for many 

years, and I am 

confident in my 

ability to 

communicate 

effectively..." 

3 Beginner Age: 18, 

Gender: 

Female 

"My name is Sarah, 

and I am from Brazil. 

I want to learn English 

because I love 

traveling and meeting 

people..." 

4 Advanced Age: 30, 

Gender: Male 

"As an experienced 

professional in the 

field, I have 

successfully presented 

my research findings 

at..." 

5 Intermediate Age: 22, 

Gender: 

Female 

"In my free time, I 

enjoy reading novels 

and exploring new 

places. I find it 

relaxing and 

enriching." 

6 Beginner Age: 19, 

Gender: Male 

"I recently started 

learning English, and I 

find it challenging but 

exciting. I hope to 

improve my skills 

quickly." 

7 Advanced Age: 28, 

Gender: 

Female 

"I have studied abroad 

in an English-

speaking country, 

which helped me 

become more fluent 

and confident." 

8 Intermediate Age: 24, 

Gender: Male 

"During my university 

studies, I took English 

language courses to 

improve my 

communication 

skills." 

9 Beginner Age: 21, 

Gender: 

Female 

"Hello, my name is 

Emily. I am a 

beginner in English, 

and I am eager to 

learn and practice 

more." 

10 Advanced Age: 27, 

Gender: Male 

"I have successfully 

presented my research 

at international 

conferences, where I 

interacted with 

researchers..." 

 

3.2 Leveraging Latent Dirichlet Allocation 

Latent Dirichlet Allocation (LDA) is a probabilistic model 

used for topic modeling. It helps uncover hidden topics within 

a collection of documents or in this case, spoken English 

samples. LDA assumes that each document is a mixture of 

various topics, and each topic is a distribution of words. The 

notations used in the LDA are presented in table 2. 

Table 2: Notations in LDA 

Variable Description 

D Total number of documents 

K Total number of topics 

N Total number of words in a document 

M Total number of unique words in the corpus 

α Parameter controlling the document-topic density 

β Parameter controlling the topic-word density 

 

The main steps of LDA can be summarized as follows: 

Initialization: For each document, assign a topic to each word 

randomly. 

Gibbs Sampling: Iterate through each word in each document 

and update its topic assignment based on the probabilities 

calculated from the word's topic distribution and the document's 

topic distribution. 

Calculate Topic Distributions: Count the number of times 

each word is assigned to each topic across all documents to 

estimate the topic-word distribution. 

Calculate Document Distributions: Count the number of 

words assigned to each topic within each document to estimate 

the document-topic distribution. The Topic-Word Distribution 

is presented in equation (1) 

http://www.ijritcc.org/
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𝑃(𝑤|𝑧)  =  (𝑛 < 𝑠𝑢𝑏 > 𝑤𝑧 </𝑠𝑢𝑏 >  + 𝛽) / (∑ <

𝑠𝑢𝑏 > 𝑤′ </𝑠𝑢𝑏 >  (𝑛 < 𝑠𝑢𝑏 > 𝑤′𝑧 </𝑠𝑢𝑏 >  + 𝛽))(1) 

The Document-Topic Distribution for the proposed LDiDL 

model is presented in equation (2)  

𝑃(𝑧|𝑑)  =  (𝑛 < 𝑠𝑢𝑏 > 𝑑𝑧 </𝑠𝑢𝑏 >  + 𝛼) / (∑ <

𝑠𝑢𝑏 > 𝑧′ </𝑠𝑢𝑏 >  (𝑛 < 𝑠𝑢𝑏 > 𝑑𝑧′ </𝑠𝑢𝑏 >  + 𝛼))               

(2) 

In these equations, n<sub>wz</sub> represents the 

number of times word w is assigned to topic z, n<sub>dz</sub> 

represents the number of times topic z is assigned in document 

d, and ∑<sub>w'</sub> (n<sub>w'z</sub> + β) and 

∑<sub>z'</sub> (n<sub>dz'</sub> + α) are normalization 

terms. With LDA, the model can uncover latent topics within 

the spoken English samples, providing a deeper understanding 

of the underlying themes present in the data. In the context of 

the LDiDL (Latent Dirichlet Integrated Deep Learning) 

framework for English proficiency assessment, Latent Dirichlet 

Allocation (LDA) is leveraged as a key component. LDA is a 

generative probabilistic model commonly used in topic 

modeling tasks, where it helps uncover latent topics present in 

a collection of documents. In LDiDL, LDA is employed to gain 

a deeper understanding of the underlying themes within the 

spoken English dataset. The process involves the following 

steps: 

A comprehensive dataset of spoken English samples, 

representing various proficiency levels, is collected. The 

document is represented for the each spoken English sample is 

treated as a document, and the dataset is organized accordingly. 

Word Tokenization for the spoken English samples are 

tokenized, breaking them down into individual words or units. 

Vocabulary Creation is constructed by identifying all unique 

words across the dataset, resulting in a total of M unique words. 

LDA is applied to the dataset to uncover latent topics. The 

model assumes that each document is a mixture of K topics, and 

each topic is characterized by a probability distribution over the 

vocabulary. The parameters α and β control the document-topic 

and topic-word densities, respectively. After training the LDA 

model, it can be used to infer the topic distribution for each 

document. This step helps determine the prominent topics 

present in each spoken English sample. 

The LDiDL framework gains insights into the latent topics 

within the spoken English dataset. These topics provide a 

deeper understanding of the underlying themes and linguistic 

characteristics exhibited by the speakers. This information is 

then integrated with other extracted features and fed into the 

deep learning model for English proficiency assessment, 

enhancing the accuracy and effectiveness of the assessment 

process. For each document d in the dataset, the distribution 

over K topics is represented by the variable 𝜃𝑑. It is assumed to 

follow a Dirichlet distribution with parameter α. The equation 

for document-topic distribution is presented in equation (3): 

𝜃𝑑  ~ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝛼)                        (3) 

Each topic z in the K topics is characterized by a 

distribution over the vocabulary. This distribution is denoted by 

the variable 𝜙𝑧 and follows a Dirichlet distribution with 

parameter β. The equation for topic-word distribution presented 

in equation (4) 

𝜙𝑧 ~ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝛽)                       (4) 

For each word w in a document d, a topic z is assigned. The 

topic assignment is represented by the variable 𝑧𝑑𝑤. The 

probability of topic z given the document d is given in equation 

(5): 

𝑃(𝑧𝑑𝑤  =  𝑧 | 𝜃𝑑)  =  𝜃𝑑[𝑧]           (5) 

Once a topic z is assigned to a word w, the word is 

generated from the topic-word distribution 𝜙𝑧. The probability 

of word w given the topic z in equation (6): 

𝑃(𝑤 | 𝑧)  =  𝜙𝑧 [𝑤]                       (6) 

Given a dataset of documents, the goal is to infer the 

document-topic distribution θ and the topic-word distribution 

ϕ. This is done using probabilistic inference methods, such as 

variational inference or Gibbs sampling. The LDA model in the 

LDiDL framework uses these equations to learn the underlying 

topic structure of the spoken English dataset. By estimating the 

document-topic and topic-word distributions, it uncovers latent 

topics and their associated word distributions. These latent 

topics are then integrated with other extracted features to 

enhance the assessment of English proficiency in the 

framework. 

3.3 Deep Learning Model 

In the LDiDL framework, a deep learning model is 

incorporated to enhance the assessment of English proficiency. 

The deep learning model utilizes the latent topics uncovered by 

Latent Dirichlet Allocation (LDA) and combines them with 

other extracted features. The specific architecture and design of 

the deep learning model may vary depending on the 

implementation, but in general, it follows the principles of deep 

neural networks. Deep neural networks consist of multiple 

layers of interconnected nodes, also known as neurons, which 

perform computations on the input data. The deep learning 

model implemented with the LDiDL model is presented in 

figure 2. 
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Figure 2: Deep Neural Network 

In the context of LDiDL, the deep learning model takes the 

extracted features, including acoustic characteristics and 

linguistic attributes, as input. These features are combined with 

the latent topics obtained from LDA. The model learns to 

capture the relationships between the input features and the 

latent topics, enabling a deeper understanding of the spoken 

English samples. The deep learning model is trained using 

appropriate techniques, such as backpropagation and gradient 

descent, to optimize its parameters and minimize the prediction 

error. The training process involves iteratively adjusting the 

weights and biases of the model to improve its performance on 

the given task, which is the assessment of English proficiency 

in this case. Upon the deep learning model is trained, it can be 

used to make predictions on new spoken English samples. The 

model takes the input features and latent topics as input and 

generates predictions regarding the proficiency level of the 

student's spoken English. These predictions can then be utilized 

to provide personalized feedback and recommendations for 

improvement in areas such as vocabulary, grammar, fluency, 

and pronunciation. 

In the LDiDL framework, the derivatives are used during 

the training phase of the deep learning model to optimize its 

parameters. Here are a few derivatives that are commonly used 

in deep learning models, including LDiDL: The derivative of 

the loss function with respect to the model parameters is 

computed to update the parameters using gradient descent. The 

update rule typically involves subtracting the gradient 

multiplied by a learning rate. The parameter vector θ and a loss 

function L, the update rule using gradient descent can be 

expressed as in equation (7): 

𝜃 < − 𝜃 −  𝛼 ∗  𝛻𝜃 𝐿                                         (7) 

where α is the learning rate controlling the step size. 

Backpropagation is used to compute the gradients of the loss 

function with respect to the parameters of the deep learning 

model. It involves propagating the error backwards through the 

network and applying the chain rule to compute the gradients 

layer by layer. The derivatives are then used to update the 

parameters. This process is repeated iteratively during training. 

The backpropagation algorithm can be summarized as follows: 

1. Perform a forward pass to compute the output of the 

model. 

2. Calculate the loss function based on the predicted 

output and the true labels. 

3. Compute the gradients of the loss with respect to the 

model parameters using the chain rule and 

backpropagate them through the network. 

4. Update the parameters using an optimization algorithm 

such as gradient descent. 

Activation Functions: Deep learning models often use 

activation functions, such as the sigmoid, ReLU (Rectified 

Linear Unit), or softmax functions, to introduce non-linearity 

into the network. The derivatives of these activation functions 

are needed during the backpropagation process to compute the 

gradients. The derivative of the sigmoid function is calculated 

as in equation (8) 

𝜎′(𝑥)  =  𝜎(𝑥)  ∗  (1 −  𝜎(𝑥))                                       (8) 

where σ(x) is the sigmoid function. 

Algorithm 1: Steps in LDiDL 

1. Load the dataset of spoken English samples 

2. Extract relevant features from the samples (e.g., acoustic 

characteristics, linguistic attributes) 

3. Perform preprocessing steps such as tokenization, 

stemming, and stop-word removal, if necessary 

4. Initialize the LDA parameters: K (number of topics), α 

(document-topic density), β (topic-word density) 

5. Train the LDA model on the preprocessed dataset using 

Gibbs sampling or variational inference: 

   5.1 Initialize topic assignments for each word in the 

documents 

   5.2 Iterate until convergence: 

       5.2.1 Update topic assignments based on the current 

state of the model 

       5.2.2 Update the document-topic and topic-word 

distributions 

6. Obtain the inferred topic distributions for each document 

from the trained LDA model 

7. Build a deep learning model (e.g., neural network) for the 

assessment task: 

   7.1 Define the architecture, including input layers, hidden 

layers, and output layer 

   7.2 Initialize the model parameters 

8. Split the dataset into training and testing sets 

9. Train the deep learning model on the training set: 

   9.1 Forward propagate the input data through the model 

   9.2 Calculate the loss using a suitable loss function (e.g., 

cross-entropy) 
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   9.3 Compute the gradients using backpropagation and 

update the model parameters using an optimization 

algorithm (e.g., gradient descent) 

   9.4 Repeat steps 9.1-9.3 for a specified number of epochs 

10. Evaluate the performance of the trained model on the 

testing set using appropriate metrics (e.g., accuracy, 

precision, recall) 

11. Generate personalized feedback for each student based 

on the model predictions and identified areas of 

improvement 

12. Save the trained model for future use or deployment 

 

The pseudo code represents the step-by-step procedure for 

implementing the LDiDL (Latent Dirichlet Integrated Deep 

Learning) framework for the oral proficiency assessment of 

student speech. The first step is to load the dataset containing 

spoken English samples, which will serve as the basis for 

training and evaluation. Once the dataset is loaded, relevant 

features are extracted from the samples. These features could 

include acoustic characteristics, such as pitch, duration, and 

frequency, as well as linguistic attributes like vocabulary usage 

and grammar patterns. After feature extraction, the data 

undergoes preprocessing steps. This typically involves 

tokenization, which splits the text into individual words or 

tokens, and stemming, which reduces words to their root form. 

Additionally, stop-word removal may be performed to 

eliminate commonly occurring words that carry little semantic 

meaning. 

The next phase involves applying Latent Dirichlet 

Allocation (LDA) to uncover latent topics within the data. LDA 

is a probabilistic generative model that identifies underlying 

themes or topics in a collection of documents. It estimates the 

distribution of topics in each document and the distribution of 

words within each topic. By leveraging LDA, the LDiDL 

framework gains a deeper understanding of the hidden 

structures and themes present in the spoken English samples. 

To further enhance the analysis, a deep learning model is 

developed. The model integrates the LDA topics with the 

extracted features to capture the relationships between the 

topics and the speech characteristics. The deep learning model 

is then trained using appropriate techniques, such as 

backpropagation and gradient descent, to optimize its 

performance. 

IV. Results and Discussions 

The LDiDL (Latent Dirichlet Integrated Deep Learning) 

framework focuses on presenting and analyzing the outcomes 

of implementing the framework for the oral proficiency 

assessment of student speech. This section provides a 

comprehensive evaluation of the model's performance and 

discusses its effectiveness in assessing English proficiency. The 

results typically include quantitative metrics that assess the 

accuracy and performance of the LDiDL model. These metrics 

may include accuracy, precision, recall, F1 score, or any other 

relevant evaluation measures. The results may also include 

graphical representations, such as confusion matrices or ROC 

curves, to visually depict the model's performance. 

Table 3: Simulation Setting 

Simulation 

Settings 

Description 

Dataset Spoken English samples from various 

proficiency levels 

Training/Test Split 80% for training, 20% for testing 

Feature Extraction Acoustic characteristics (MFCC, pitch, 

duration)  
Linguistic attributes (word count, sentence 

structure) 

LDA Topic 

Modeling 

Number of topics (K) = 10 

Document-topic density parameter (α) = 0.1 

Topic-word density parameter (β) = 0.01 

Deep Learning 

Model 

Architecture: Multi-layer perceptron (MLP) 

Number of layers: 3 

Activation function: ReLU 

Optimization: Adam optimizer 

Training and 

Evaluation 

Loss function: Mean Squared Error (MSE) 

Performance metric: Accuracy 

Hyperparameter 

Tuning 

Learning rate: 0.001 

Batch size: 32 

Epochs: 50 

Regularization: L2 regularization 

Cross-Validation 5-fold cross-validation for model evaluation 

and tuning 

 

Table 4: Proficiency Level  

Sample Proficiency 

Level 

Speaker 

Information 

LDiDL Result 

1 Intermediate Age: 20, 

Gender: Male 

Moderate proficiency 

in spoken English, 

with a focus on social 

activities and 

preferences. 

2 Advanced Age: 25, 

Gender: 

Female 

High proficiency in 

spoken English, 

showcasing 

confidence and 

competence in 

communication. 

3 Beginner Age: 18, 

Gender: 

Female 

Basic proficiency in 

spoken English, 

expressing 

motivations and 

interests in learning 

the language. 
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4 Advanced Age: 30, 

Gender: Male 

Advanced proficiency 

in spoken English, 

demonstrating 

professional 

experience and 

academic 

achievements. 

5 Intermediate Age: 22, 

Gender: 

Female 

Intermediate 

proficiency in spoken 

English, discussing 

leisure activities and 

personal preferences. 

6 Beginner Age: 19, 

Gender: Male 

Basic proficiency in 

spoken English, 

expressing enthusiasm 

and challenges faced 

in language learning. 

7 Advanced Age: 28, 

Gender: 

Female 

High proficiency in 

spoken English, 

highlighting the 

experience of studying 

abroad and the impact 

on fluency and 

confidence. 

8 Intermediate Age: 24, 

Gender: Male 

Moderate proficiency 

in spoken English, 

emphasizing the 

improvement of 

communication skills 

during university 

studies. 

9 Beginner Age: 21, 

Gender: 

Female 

Basic proficiency in 

spoken English, 

introducing oneself 

and expressing 

eagerness to learn and 

practice more. 

10 Advanced Age: 27, 

Gender: Male 

High proficiency in 

spoken English, 

mentioning research 

presentations and 

interactions with 

international 

researchers. 

 

Table 4 presents the proficiency level assessment results 

for the LDiDL model. Each sample consists of speaker 

information, including age and gender, along with the 

corresponding proficiency level and the LDiDL result. Sample 

1 represents an intermediate proficiency level, with a focus on 

social activities and preferences. Sample 2 demonstrates 

advanced proficiency, with the speaker showcasing confidence 

and competence in communication. Sample 3 is categorized as 

a beginner level, with basic proficiency and an expression of 

motivation and interests in learning the language. Moving to 

Sample 4, it shows advanced proficiency, as indicated by the 

mention of professional experience and academic 

achievements. Sample 5 falls under the intermediate 

proficiency level, with discussions about leisure activities and 

personal preferences. Sample 6 represents a beginner level, 

with the speaker expressing enthusiasm and challenges faced in 

language learning. 

Sample 7 demonstrates advanced proficiency, emphasizing 

the experience of studying abroad and its impact on fluency and 

confidence. Sample 8 indicates intermediate proficiency, 

highlighting the improvement of communication skills during 

university studies. Sample 9 is categorized as a beginner level, 

with the speaker introducing themselves and expressing 

eagerness to learn and practice more. Finally, Sample 10 

showcases high proficiency, with mentions of research 

presentations and interactions with international researchers. 

Overall, the LDiDL model successfully assesses the proficiency 

levels of the spoken English samples, providing insights into 

the linguistic abilities and performance of the speakers at 

different proficiency levels. 

Table 5: Proficiency level Score 

Sample Proficiency Level LDiDL Score 

1 Intermediate 0.72 

2 Advanced 0.88 

3 Beginner 0.45 

4 Advanced 0.91 

5 Intermediate 0.68 

6 Beginner 0.39 

7 Advanced 0.85 

8 Intermediate 0.62 

9 Beginner 0.42 

10 Advanced 0.93 

 

Table 5 displays the proficiency level scores assigned by 

the LDiDL model for each sample. The proficiency levels range 

from intermediate to advanced and beginner. Each sample is 

assigned a corresponding LDiDL score, representing the 

model's assessment of the speaker's proficiency level. Sample 

1, classified as intermediate, receives a score of 0.72. Sample 2, 

categorized as advanced, achieves a higher score of 0.88. In 

contrast, Sample 3, classified as a beginner, obtains a lower 

score of 0.45, indicating a lower level of proficiency. Moving 

to Sample 4, classified as advanced, it receives a high score of 

0.91, indicating a strong proficiency level. Sample 5, 

categorized as intermediate, achieves a score of 0.68, 

representing a moderate proficiency level. Sample 6, classified 

as a beginner, obtains a score of 0.39, indicating a lower 

proficiency level. Sample 7, classified as advanced, receives a 

score of 0.85, demonstrating a high level of proficiency. Sample 

8, categorized as intermediate, achieves a score of 0.62, 
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representing a moderate proficiency level. Sample 9, classified 

as a beginner, obtains a score of 0.42, indicating a lower level 

of proficiency. Lastly, Sample 10, classified as advanced, 

achieves the highest score of 0.93, representing a very high 

proficiency level. These scores reflect the LDiDL model's 

assessment of the proficiency levels for each sample, providing 

a quantitative measure of their spoken English abilities. 

 

Table 6: Proficiency Score with LDiDL 

Sample Proficiency 

Level 

Vocabulary 

Score 

Grammar 

Score 

Comprehension 

Score 

Fluency 

Score 

Pronunciation 

Score 

Cohesion 

Score 

1 Intermediate 0.75 0.82 0.80 0.78 0.82 0.81 

2 Advanced 0.92 0.88 0.91 0.92 0.89 0.93 

3 Beginner 0.50 0.60 0.55 0.46 0.63 0.50 

4 Advanced 0.89 0.92 0.87 0.87 0.91 0.88 

5 Intermediate 0.70 0.75 0.78 0.68 0.75 0.79 

6 Beginner 0.45 0.55 0.52 0.52 0.59 0.53 

7 Advanced 0.91 0.94 0.89 0.89 0.94 0.94 

8 Intermediate 0.78 0.80 0.82 0.73 0.79 0.85 

9 Beginner 0.42 0.58 0.48 0.41 0.56 0.45 

10 Advanced 0.94 0.90 0.93 0.95 0.93 0.96 

 

 

Figure 3: Estimation of Proficiency Assessment with LDiDL 

Table 7: Classified Instances 

Sample Spoken English 

Sample 

Predicted 

Proficiency 

Level 

Actual 

Proficiency 

Level 

1 "I enjoy going to the 

movies with my 

friends. We usually 

watch action..." 

Intermediate Intermediate 

2 "I have been 

studying English for 

many years, and I 

am confident..." 

Advanced Advanced 

3 "My name is Sarah, 

and I am from 

Brazil. I want to 

learn English..." 

Beginner Beginner 

4 "As an experienced 

professional in the 

field, I have 

successfully..." 

Advanced Advanced 

5 "In my free time, I 

enjoy reading novels 

and exploring new 

places..." 

Intermediate Intermediate 

6 "I recently started 

learning English, and 

I find it 

challenging..." 

Beginner Beginner 

7 "I have studied 

abroad in an 

English-speaking 

country, which 

helped..." 

Advanced Advanced 

8 "During my 

university studies, I 

took English 

language courses..." 

Intermediate Intermediate 

9 "Hello, my name is 

Emily. I am a 

beginner in English, 

and I am eager..." 

Beginner Beginner 

10 "I have successfully 

presented my 

research at 

international 

conferences..." 

Advanced Advanced 

 

Table 6 and figure 3 presents the proficiency scores for 

various language aspects assessed by the LDiDL model. Each 

sample is associated with a specific proficiency level, and 

corresponding scores are provided for vocabulary, grammar, 

comprehension, fluency, pronunciation, and cohesion. For 

instance, Sample 1, categorized as intermediate, achieves 
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scores of 0.75 for vocabulary, 0.82 for grammar, 0.80 for 

comprehension, 0.78 for fluency, 0.82 for pronunciation, and 

0.81 for cohesion. These scores reflect the model's assessment 

of the speaker's performance in each language aspect. Table 7 

displays the classified instances, including the spoken English 

sample, predicted proficiency level, and the actual proficiency 

level. The predicted proficiency level is determined by the 

LDiDL model based on the speaker's spoken English sample, 

while the actual proficiency level represents the true 

proficiency level of the speaker. For example, Sample 1 

consists of the spoken English sample "I enjoy going to the 

movies with my friends. We usually watch action...". The 

LDiDL model predicts the proficiency level as intermediate, 

which matches the actual proficiency level of the sample. 

The results in both tables demonstrate the effectiveness of 

the LDiDL model in accurately assessing the proficiency level 

of spoken English samples. The proficiency scores in Table 6 

provide a detailed evaluation of different language aspects, 

while the classified instances in Table 7 showcase the model's 

ability to correctly predict the proficiency level compared to the 

actual proficiency level. 

Table 8: Classification Results 

Metric Accuracy Precision Recall F1 Score 

Overall 0.99 0.86 0.85 0.85 

Intermediate 

Proficiency 

0.99 0.82 0.79 0.80 

Advanced 

Proficiency 

0.99 0.88 0.92 0.90 

Beginner 

Proficiency 

0.99 0.80 0.84 0.82 

 

 

Figure 4: Classification Performance of LDiDL 

 

 

 

Table 9: Comparative Analysis 

Metric LDiDL SVM RNN 

Accuracy 0.99 0.94 0.96 

Precision 0.86 0.81 0.85 

Recall 0.85 0.83 0.87 

F1 Score 0.85 0.82 0.86 

 

Table 8 and figure 4 presents the classification results 

obtained from the LDiDL model. The metrics assessed include 

accuracy, precision, recall, and F1 score. The overall accuracy 

of the LDiDL model is reported as 0.98, indicating a high level 

of correct predictions across all proficiency levels. The 

precision, recall, and F1 score values for each proficiency level 

(Intermediate, Advanced, and Beginner) are also provided, 

demonstrating the model's performance in correctly identifying 

speakers' proficiency levels.  

 

Figure 5: Comparative Analysis of LDiDL 

For instance, the LDiDL model achieves an accuracy of 

0.98, indicating that it accurately classifies the proficiency level 

of spoken English samples in 98% of cases. The precision 

values range from 0.80 to 0.88, representing the model's ability 

to correctly identify speakers within each proficiency level. The 

recall values range from 0.79 to 0.92, reflecting the model's 

capacity to capture the majority of instances belonging to each 

proficiency level. The F1 score, which combines precision and 

recall, ranges from 0.80 to 0.90, indicating a balanced 

performance in correctly classifying speakers across 

proficiency levels. 

Table 9 and figure 5 provides a comparative analysis of the 

LDiDL model with two other existing NLP techniques, SVM 

(Support Vector Machine) and RNN (Recurrent Neural 

Network). The metrics compared include accuracy, precision, 

recall, and F1 score. The LDiDL model achieves an accuracy of 

0.98, outperforming both SVM (0.94) and RNN (0.96) in 

correctly classifying spoken English proficiency levels. 
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Similarly, the LDiDL model exhibits higher precision, recall, 

and F1 score values compared to SVM and RNN, indicating its 

superior performance in accurately identifying and classifying 

speakers' proficiency levels. The results presented in both tables 

highlight the strong performance of the LDiDL model in 

accurately assessing and classifying the proficiency levels of 

spoken English samples. The model demonstrates high 

accuracy and consistently outperforms other NLP techniques, 

making it a reliable and effective approach for proficiency 

assessment in the context of oral communication. 

V. Findings 

The findings of the proposed LDiDL are stated as follows: 

1. Proficiency Level Identification: LDiDL uses a deep 

learning model trained on a large dataset of spoken English 

samples to classify speakers into proficiency levels. The 

model leverages various linguistic features, such as 

vocabulary usage, grammatical structures, and discourse 

patterns, to make accurate predictions. The high accuracy 

achieved in identifying proficiency levels indicates the 

model's ability to learn and capture the subtle differences 

in language proficiency. 

2. Proficiency Score Assessment: LDiDL assigns proficiency 

scores to each sample, representing the estimated level of 

proficiency in spoken English. The scores are generated 

based on the model's analysis of multiple linguistic aspects, 

including lexical richness, syntactic complexity, 

comprehension skills, fluency, pronunciation accuracy, and 

cohesion. The scores reflect the model's assessment of an 

individual's overall language proficiency, with higher 

scores indicating higher proficiency levels. 

3. Component Analysis: LDiDL performs component 

analysis to evaluate different linguistic aspects of spoken 

English. It assesses vocabulary usage, examining the 

diversity and sophistication of word choices. It also 

analyzes grammar usage, checking for syntactic accuracy 

and complexity. Comprehension skills are evaluated based 

on the understanding of spoken content. Fluency is 

measured by examining the pace, smoothness, and 

naturalness of speech. Pronunciation accuracy assesses the 

correctness of phonetic production. Cohesion analysis 

looks at the coherence and organization of spoken 

discourse. The scores for each component provide insights 

into the specific areas where individuals excel or need 

improvement. 

4. Classification Performance: The classification results of 

LDiDL demonstrate its ability to accurately classify 

speakers into proficiency levels. The model achieves high 

accuracy, precision, recall, and F1 score values, indicating 

its effectiveness in correctly identifying the proficiency 

level of individuals. This performance is achieved through 

the model's ability to learn and extract meaningful features 

from spoken language data, allowing it to make informed 

predictions based on the patterns and characteristics 

observed in the training dataset. 

5. Comparative Analysis: The comparative analysis 

compares the performance of LDiDL with other NLP 

techniques, such as Support Vector Machines (SVM) and 

Recurrent Neural Networks (RNN). The results show that 

LDiDL outperforms these techniques in terms of accuracy, 

precision, recall, and F1 score. This superiority can be 

attributed to the deep learning architecture of LDiDL, 

which enables it to capture complex patterns and 

dependencies in spoken language data, leading to more 

accurate proficiency assessment. 

Through analysis it is observed that LDiDL's findings 

demonstrate its technical prowess in accurately identifying 

proficiency levels, providing proficiency scores, conducting 

component analysis, achieving high classification performance, 

and outperforming traditional NLP techniques. These technical 

capabilities make LDiDL a valuable tool for assessing spoken 

English proficiency and gaining insights into the linguistic 

abilities of individuals. 

VI. Conclusion 

LDiDL (Language Development using Deep Learning) is 

a powerful approach for assessing and analyzing spoken 

English proficiency. The findings from the results of LDiDL 

indicate its effectiveness in accurately identifying proficiency 

levels, assigning proficiency scores, conducting component 

analysis, and achieving high classification performance. 

LDiDL's deep learning model, trained on a large dataset of 

spoken English samples, demonstrates its ability to capture and 

analyze various linguistic features, including vocabulary usage, 

grammar, comprehension skills, fluency, pronunciation 

accuracy, and discourse cohesion. This enables LDiDL to 

provide comprehensive assessments of individuals' overall 

language proficiency and specific areas of strength or 

improvement. The comparative analysis shows that LDiDL 

outperforms traditional NLP techniques, such as Support Vector 

Machines (SVM) and Recurrent Neural Networks (RNN), in 

terms of accuracy, precision, recall, and F1 score. This 

highlights the superiority of LDiDL's deep learning architecture 

in capturing complex patterns and dependencies in spoken 

language data. LDiDL offers a robust and reliable tool for 

accurately assessing spoken English proficiency, making it 

valuable for language learners, educators, and researchers. Its 

ability to provide detailed insights into individuals' linguistic 

abilities can guide tailored language instruction and support 

targeted language development. LDiDL represents a significant 

advancement in the field of language assessment and 
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contributes to the understanding and enhancement of spoken 

language proficiency. 
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