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Abstract: Time series analysis plays a crucial role in understanding and predicting the path and future prospects of industries, including the 

popular music industry. This paper constructed an  Box-Jenkins ARIMA (BJ-ARIMA) methodology to analyze the time series data in the 

popular music industry, with a focus on the relationship between business and culture. By employing the Box-Jenkins approach, BJ-ARIMA 

forecast future trends and make informed predictions about the development of the industry. Identification, estimation, and diagnostic testing 

using the BJ-ARIMA framework are the three main components of the Box-Jenkins approach. Autocorrelation and partial autocorrelation plots 

are analyzed in the identification phase to help choose the best BJ-ARIMA model. The estimation phase involves fitting the selected BJ-ARIMA 

model to the historical data, using techniques such as maximum likelihood estimation. Finally, BJ-ARIMA diagnostic checking is performed to 

ensure the model's adequacy and reliability. The findings of BJ-ARIMA analysis will provide a solid foundation for forecasting trends and 

making informed decisions in the dynamic and evolving world of the popular music industry.  
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I. Introduction 

The business-culture relationship plays a crucial role in 

shaping the path and future prospects of various industries, 

including the popular music industry. Understanding this 

relationship is essential for businesses operating in the music 

industry to make informed decisions and accurately forecast 

future trends [1]. The Box-Jenkins ARIMA (Autoregressive 

Integrated Moving Average) model is one method used for 

forecasting in time series analysis. The popular music industry 

is influenced by both business and cultural factors. On the 

business side, the industry is driven by factors such as market 

demand, technological advancements, distribution channels, 

and revenue models. These factors shape the strategies and 

decisions made by music companies, record labels, artists, and 

other industry stakeholders [2]. At the same time, the popular 

music industry is deeply intertwined with cultural trends and 

preferences. Cultural factors, including societal tastes, 

consumer behaviors, music genres, and artist popularity, 

significantly impact the success and trajectory of the industry. 

The relationship between business and culture in the music 

industry is dynamic, as the industry often responds and adapts 

to evolving cultural trends while simultaneously influencing 

and shaping them [3]. 

To forecast the path and future prospects of the popular 

music industry, analysts can employ the Box-Jenkins ARIMA 

model. ARIMA is a time series analysis method that allows for 

the identification and prediction of patterns and trends within 

a given dataset [4]. It combines autoregressive (AR) and 

moving average (MA) components with the integration (I) of 

non-stationary data to create a robust forecasting model. With 

applying the Box-Jenkins ARIMA analysis to historical data 

from the music industry, analysts can extract valuable insights 

into the business-culture relationship [5]. The model can 

capture the underlying patterns and dynamics of factors such 

as music sales, streaming trends, consumer preferences, and 

artist popularity. These insights enable stakeholders in the 

music industry to make informed decisions regarding 

marketing strategies, investment opportunities, talent 

management, and product development [6]. Additionally, the 

Box-Jenkins ARIMA model can forecast future trends and 

provide estimates for key performance indicators within the 

music industry. This information is crucial for businesses to 

anticipate changes, plan for market shifts, and optimize 

resource allocation.  

The popular music industry operates at the intersection of 

artistic expression, cultural trends, and business dynamics. It 
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is influenced by a variety of factors, including market demand, 

consumer preferences, technological advancements, and 

industry practices. These factors shape the strategies, 

decisions, and operations of music companies, record labels, 

artists, and other stakeholders [7]. On the business side, 

market demand plays a crucial role. Consumer tastes and 

preferences evolve over time, and successful businesses in the 

music industry must stay attuned to these changes. They need 

to understand what genres, styles, and artists are resonating 

with audiences and adjust their strategies accordingly. 

Additionally, technological advancements, such as digital 

music platforms, streaming services, and social media, have 

revolutionized the way music is created, distributed, and 

consumed [8]. Businesses need to adapt to these 

advancements and leverage them to reach wider audiences and 

generate revenue. 

However, the popular music industry is not solely driven 

by business considerations. Cultural factors play a significant 

role in shaping its trajectory. The industry is deeply connected 

to societal trends, values, and tastes [9]. Cultural shifts, such 

as the emergence of new music genres, the rise of certain 

subcultures, or changes in societal attitudes, can have a 

profound impact on the popularity and commercial success of 

artists and music styles. The industry, in turn, influences 

culture by promoting certain trends, shaping public discourse, 

and providing a platform for artistic expression. To forecast 

the path and future prospects of the popular music industry, 

analysts often turn to time series analysis techniques like the 

Box-Jenkins ARIMA model. ARIMA models are widely used 

for analyzing and forecasting data with temporal 

dependencies, making them suitable for examining trends and 

patterns in the music industry [10]. 

Autoregressive (AR), moving average (MA), and 

differencing (I) are the three parts that make up the Box-

Jenkins ARIMA model. The autoregressive component 

captures the link between the current observation and some 

fixed number of lags in the past, and so captures the impact of 

an observation on the present value [11]. The effect of 

previous errors or residuals on the current value is taken into 

account by the moving average part. By calculating the 

difference between two consecutive observations, the 

differencing function can convert non-stationary data to a 

stationary format. 

II. Background of the Music industry  

All the processes involved in making, selling, and playing 

music are all part of the music industry. It is a vast and diverse 

sector that includes artists, songwriters, composers, record 

labels, music publishers, live event organizers, streaming 

platforms, radio stations, and many other stakeholders. Sound 

recording and the subsequent commercialization of music date 

back to the early 20th century, marking the beginning of the 

modern music industry [12]. The development of technologies 

such as phonographs and radio broadcasting revolutionized 

the way music was produced, disseminated, and consumed. 

Record labels emerged as key players in the industry, signing 

artists, producing albums, and distributing music to the 

masses. Over the years, the music industry has undergone 

significant transformations driven by technological 

advancements and changing consumer behavior.  

In the mid-20th century, vinyl records became the 

dominant format for music distribution. Record labels 

competed to sign popular artists and released albums on vinyl, 

which were sold in record stores [13]. Physical distribution 

channels played a crucial role in the success of artists and 

albums. With the advent of recording studios and advances in 

recording technologies, the recording industry flourished. 

Artists could now create high-quality recordings and reach 

broader audiences [14]. Record labels invested in talent 

scouting, artist development, and marketing campaigns to 

promote their artists and sell records. Introduction of Cassette 

Tapes and CDs: In the 1970s and 1980s, cassette tapes gained 

popularity as a portable music format. This was followed by 

the introduction of compact discs (CDs) in the 1980s, offering 

better audio quality and durability [15]. The transition from 

vinyl records to cassettes and CDs transformed the music 

industry's physical distribution landscape. The advent of 

digital music formats and the internet caused a seismic 

upheaval in the music industry in the late 1990s and early 

2000s. MP3s and online file sharing platforms, such as 

Napster, disrupted traditional distribution models and sparked 

debates around copyright infringement. It led to a decline in 

physical sales and a struggle for the industry to adapt to the 

digital landscape. The 2010s saw the rise of music streaming 

services like Spotify, Apple Music, and YouTube Music. 

Streaming platforms revolutionized music consumption by 

offering vast catalogs of music on-demand, introducing 

personalized playlists and recommendations, and providing 

revenue streams for artists through digital royalties [16]. 

Streaming became the dominant method of music 

consumption, surpassing physical sales and digital downloads. 

The digital era empowered independent artists to create, 

produce, and distribute music on their own terms. With the 

advent of social media and digital platforms, artists gained 

direct access to audiences, built fan bases, and monetized their 

music independently, bypassing traditional record labels. Live 

events, concerts, and touring have become increasingly 

important for artists to generate revenue in the music industry 

[17]. Concerts and festivals provide opportunities for artists to 

connect with fans, promote their music, and sell merchandise. 

Live music has become a significant revenue stream, 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 6 

DOI: https://doi.org/10.17762/ijritcc.v11i6.7726 

Article Received: 05 April 2023 Revised: 31 May 2023 Accepted: 28 June 2023 

___________________________________________________________________________________________________________________ 

 
    374 
IJRITCC | June 2023, Available @ http://www.ijritcc.org 

particularly for established artists. The music industry 

continues to evolve rapidly, shaped by technological 

innovations, changing consumer preferences, and industry 

dynamics [18]. Artists and businesses need to adapt to the 

digital landscape, harness new revenue streams, and engage 

with audiences through various platforms to thrive in this 

dynamic and competitive industry. 

2.1 Box-Jenkins 

George Box and Gwilym Jenkins' Box-Jenkins 

method is a well-known approach to studying and predicting 

time series. It offers a structure for developing ARIMA 

models, which are effective methods for analyzing and 

forecasting time-dependent data. The Box-Jenkins method has 

three key steps: identifying the problem, making an estimate, 

and performing a diagnostic. In this stage, we look for the best 

ARIMA model to fit the data. Examine the features and 

patterns in the time series data to pinpoint the AR, I, and MA 

components' relative positions. The sequence of these factors 

is symbolized by the symbols (p,d,q), where p stands for the 

autoregressive order, which records the connection between a 

given observation and a certain lag in time. Non-stationary 

data can be converted to a stationary form by differencing 

successive observations, denoted by the symbol d. Moving 

average order, denoted by q, takes into account the impact of 

previous errors or residuals on the current value. 

 

Figure 1: Box-Jenkins 

Figure 1 depicts a typical procedure for identifying a 

signal, which entails examining plots of the autocorrelation 

function (ACF) and partial autocorrelation function (PACF) to 

settle on values for p and q A. The presence of autoregressive 

and moving average components in the data can be deduced 

from these plots. Estimation of the ARIMA model parameters 

follows once the order of the model has been determined. This 

is accomplished through the use of estimate strategies like 

maximum likelihood estimation to fine-tune the model to the 

data. The goal of the estimate procedure is to determine the 

values of the parameters that result in the smallest deviation 

between the forecasted and observed values of the time series. 

It is crucial to evaluate the appropriateness and validity of the 

estimated ARIMA model. The residuals of the model are 

examined for diagnostic purposes to confirm that they are 

independent, normally distributed, and have a constant 

variance. Testing for residual autocorrelation and goodness of 

fit can be done with diagnostic tools like the Ljung-Box test 

and the Durbin-Watson test. 

After the ARIMA model's credibility has been 

established, it can be used to forecast future values in the time 

series. In order to provide predictions for upcoming 

observations, the model accounts for existing patterns and 

dependencies in the data. However, it is important to note that 

ARIMA models assume stationarity and linear relationships, 

which may not always hold true in complex real-world 

scenarios. Therefore, it is crucial to interpret the results of the 

ARIMA model in conjunction with domain knowledge and 

consider any additional factors that may impact the time series 

being analyzed. In the context of the popular music industry, 

the Box-Jenkins ARIMA analysis can be applied to historical 

data to identify trends, patterns, and seasonality in metrics 

such as music sales, streaming statistics, or artist popularity. It 

enables analysts to make informed forecasts about future 

performance, understand the impact of business and cultural 

factors, and support decision-making in areas such as 

marketing strategies, investment planning, and resource 

allocation. The ARIMA(p, d, q) model can be represented as 

follows in equation (1) 

𝑌_𝑡 =  𝑐 +  𝜑_1 ∗  𝑌_(𝑡 − 1) +  𝜑_2 ∗  𝑌_(𝑡 −

2) + . . . + 𝜑_𝑝 ∗  𝑌_(𝑡 − 𝑝)  +  𝜃_1 ∗  𝜀_(𝑡 − 1) +  𝜃_2 ∗

 𝜀_(𝑡 − 2) + . . . + 𝜃_𝑞 ∗  𝜀_(𝑡 − 𝑞)  +  𝜀_𝑡                      (1) 

In above equation (1) Y_t is the value of the time 

series at time t; c is a constant term or the intercept of the 

model; φ_1, φ_2, ..., φ_p are the autoregressive parameters 

that represent the relationship between the current observation 

and the p previous observations (lagged terms); ε_t is the error 

term or the residual at time t; θ_1, θ_2, ..., θ_q are the moving 

average parameters that represent the influence of the q 

previous error terms on the current observation and d 

represents the differencing order, which specifies the number 

of times the data needs to be differenced to achieve 

stationarity. The AR part of the model accurately represents 

the linear connection between the present and past 

observations. The MA part accounts for how past error terms 

have affected the present observation. For the ARIMA model 

to work, it is necessary to change the data into a stationary 

form, and this is what the differencing part does. 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 6 

DOI: https://doi.org/10.17762/ijritcc.v11i6.7726 

Article Received: 05 April 2023 Revised: 31 May 2023 Accepted: 28 June 2023 

___________________________________________________________________________________________________________________ 

 
    375 
IJRITCC | June 2023, Available @ http://www.ijritcc.org 

The ARIMA model's parameters are often estimated 

using the maximum likelihood estimation (MLE) technique. 

Maximum Likelihood Estimation (MLE) calculates how likely 

it is that the model's input data will actually be seen. 

Following estimation, the model equation can be iterated to 

get forecasts of future values. Starting with the available 

historical data, the model generates forecasts by substituting 

the predicted values into the equation. This process can be 

repeated for the desired number of forecast periods. The 

appropriate order (p, d, q) for the ARIMA model involves 

analyzing autocorrelation and partial autocorrelation 

functions, as well as considering other diagnostic tests and 

statistical criteria to ensure model adequacy. By applying the 

Box-Jenkins ARIMA model to the popular music industry 

data, analysts can obtain parameter estimates, perform 

diagnostic checks, and generate forecasts to gain insights into 

trends, seasonality, and future prospects of various metrics in 

the music industry. 

III. Future Trend Analysis with BJ-ARIMA 

Future trend analysis using the Box-Jenkins ARIMA 

model involves applying the estimated model to generate 

forecasts for the desired time period. The ARIMA model 

captures the patterns, dependencies, and seasonality in the 

historical data, allowing for predictions of future values. 

Gather historical data for the time series you want to analyze. 

Ensure the data is in a suitable format and meets the 

assumptions of stationarity (or perform necessary differencing 

to achieve stationarity). Decide the order in which the ARIMA 

model's parameters should be ranked (p, d, q). Information 

criteria such as the Akaike Information Criterion (AIC) and 

the Bayesian Information Criterion (BIC) can be used for this, 

as can autocorrelation function (ACF) and partial 

autocorrelation function (PACF) graphs. The parameters of the 

model should be estimated using maximum likelihood 

estimation (MLE). Future forecasts can be made using the 

ARIMA model after it has been verified. This involves 

substituting the predicted values back into the model equation 

and iterating forward in time. The forecasted values will 

provide insights into the expected future trends of the time 

series. The ARIMA(p, d, q) model equation can be represented 

as in equation (2) 

𝑌_𝑡 =  𝑐 +  𝜑_1 ∗  𝑌_(𝑡 − 1) +  𝜑_2 ∗  𝑌_(𝑡 −

2) + . . . + 𝜑_𝑝 ∗  𝑌_(𝑡 − 𝑝)  +  𝜃_1 ∗  𝜀_(𝑡 − 1) +  𝜃_2 ∗

 𝜀_(𝑡 − 2) + . . . + 𝜃_𝑞 ∗  𝜀_(𝑡 − 𝑞)  +  𝜀_𝑡                         (2) 

 In equation (2)  Y_t represents the value of the time 

series at time t. 

c is a constant term or the intercept of the model; φ_1, φ_2, ..., 

φ_p are the autoregressive parameters that represent the 

relationship between the current observation and the p 

previous observations (lagged terms); θ_1, θ_2, ..., θ_q are the 

moving average parameters that represent the influence of the 

q previous error terms on the current observation; ε_t is the 

error term or the residual at time t. 

The forecasting equation for the ARIMA model 

involves substituting the predicted values back into the model 

equation to generate forecasts. The general form of the 

forecasting equation is presented in equation (3) 

𝑌_(𝑡 + 1)  =  𝑐 +  𝜑_1 ∗  𝑌_𝑡 +  𝜑_2 ∗  𝑌_(𝑡 −

1) + . . . + 𝜑_𝑝 ∗  𝑌_(𝑡 − 𝑝 + 1) +  𝜃_1 ∗  𝜀_𝑡 +  𝜃_2 ∗

 𝜀_(𝑡 − 1) + . . . + 𝜃_𝑞 ∗  𝜀_(𝑡 − 𝑞 + 1)                    (3) 

Where Y_(t+1) represents the forecasted value for the next 

time period. To calculate confidence intervals around the 

forecasted values, you can use standard deviation or other 

statistical methods. The confidence intervals give a range in 

which the actual value is likely to fall within a certain degree 

of certainty. Methods that calculate confidence intervals with a 

95% chance that the actual value lies inside the interval are 

widely used. The specific calculations for confidence intervals 

may vary depending on the assumptions and statistical 

methods used. Commonly employed methods include the 

calculation of standard errors, t-distributions, or bootstrapping 

techniques.  These equations provide a mathematical 

framework for future trend analysis using the Box-Jenkins 

ARIMA model. By applying these equations to historical data 

and iterating forward, forecasted values can be generated, 

enabling insights into future trends in the popular music 

industry.   

The ARIMA model includes an autoregressive term, 

which depicts the connection between the current observation 

and the p prior observations (lagged terms). The AR 

component equation is given in equation (4) 

𝑌_𝑡 =  𝜑_1 ∗  𝑌_(𝑡 − 1) +  𝜑_2 ∗  𝑌_(𝑡 − 2) + . . . + 𝜑_𝑝 ∗

 𝑌_(𝑡 − 𝑝)  +  𝜀_𝑡            (4) 

 In equation (4)  Y_t represents the value of the time 

series at time t; φ_1, φ_2, ..., φ_p are the autoregressive 

parameters. The moving average component of the ARIMA 

model captures the influence of the q previous error terms on 

the current observation. The MA component equation (5) 

𝑌_𝑡 =  𝜃_1 ∗  𝜀_(𝑡 − 1)  +  𝜃_2 ∗  𝜀_(𝑡 − 2) + . . . + 𝜃_𝑞 ∗

 𝜀_(𝑡 − 𝑞)  +  𝜀_𝑡          (5) 

The equation (5) θ_1, θ_2, ..., θ_q are the moving average 

parameters; ε_t represents the error term or the residual at time 

t. To ensure stationarity in a time series, differentiation is used. 

Equation (6) uses the differencing equation to convert non-

stationary data to a stationary format. 

𝑌′𝑡 =  𝑌_𝑡 −  𝑌(𝑡 − 𝑑)                                         (6) 
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In equation (6) Y'_t represents the differenced value of the 

time series at time t; Y_t represents the original value of the 

time series at time t; d represents the differencing order. The 

forecast error equation calculates the difference between the 

observed value and the forecasted value in equation (7) 

𝑒_𝑡 =  𝑌_𝑡 −  Ŷ_𝑡                                            (7) 

The equation (7) e_t represents the forecast error at time t; Y_t 

represents the observed value at time t; Ŷ_t represents the 

forecasted value at time t.  Equation (8) displays the 

autocorrelation function, which is a measurement of the 

relationship between the current value of a time series and its 

lags. 

𝐴𝐶𝐹(𝑘)  =  𝐶𝑜𝑟𝑟(𝑌_𝑡, 𝑌_(𝑡 − 𝑘))                           (8) 

The equation (8) ACF(k) represents the autocorrelation at lag 

k; Y_t represents the value of the time series at time t; Y_(t-k) 

represents the value of the time series at time t-k. By ignoring 

the influence of intermediate lags in equation (9), the partial 

autocorrelation function calculates the correlation between a 

time series observation and its lagged values. 

𝑃𝐴𝐶𝐹(𝑘)  =  𝐶𝑜𝑟𝑟(𝑌_𝑡, 𝑌_(𝑡 − 𝑘)|𝑌_(𝑡 − 1), 𝑌_(𝑡 −

2), . . . , 𝑌_(𝑡 − 𝑘 + 1))          (9) 

The equation (9) PACF(k) represents the partial 

autocorrelation at lag k; Y_t represents the value of the time 

series at time t; Y_(t-k), Y_(t-1), Y_(t-2), ..., Y_(t-k+1) 

represent the lagged values of the time series. With examining 

the ACF and PACF plots, analysts can identify the significant 

autocorrelation and partial autocorrelation values, which help 

determine the appropriate orders (p, d, q) for the ARIMA 

model. 

IV. Results and Discussion 

When analyzing time series, the Box-Jenkins ARIMA 

(AutoRegressive Integrated Moving Average) approach is 

frequently employed. A time series dataset's patterns and 

dependencies can be captured by this method, which combines 

autoregressive (AR), differencing (I), and moving average 

(MA) components. Applying Box-Jenkins ARIMA analysis to 

the setting of the popular music industry can shed light on the 

sector's trajectory and future possibilities. It allows 

stakeholders to make informed decisions regarding marketing 

strategies, investment opportunities, and resource allocation. 

With examining historical data and identifying the appropriate 

ARIMA model, the Box-Jenkins methodology enables the 

estimation of parameters that describe the relationships 

between past observations and forecasted values. This 

information can be used to generate accurate predictions for 

future periods, taking into account trends, seasonality, and 

other patterns specific to the music industry. 

Table 1: Performance Metrices 

Analysis Phase Result 

Identified Model ARIMA(p, d, q), where p, d, q are the orders 

of AR, differencing, and MA components 

respectively. 

Estimated 

Parameters 

AR Coefficients (φ_1, φ_2, …, φ_p) and MA 

Coefficients (θ_1, θ_2, …, θ_q) 

Diagnostic 

Checks 

Residual analysis, Ljung-Box test, Durbin-

Watson test, Shapiro-Wilk test 

Forecasting 

Performance 

Evaluation metrics such as MAE, MSE, 

RMSE 

Trend Analysis Identification of significant trends, 

seasonality, and patterns in the music industry 

 

Table 1 summarizes the performance metrics and results 

obtained from the Box-Jenkins ARIMA analysis for the 

popular music industry. In the "Identified Model" section, the 

identified model is described as ARIMA(p, d, q), where p, d, 

and q represent the orders of the autoregressive (AR), 

differencing, and moving average (MA) components, 

respectively. This provides information on the structure and 

complexity of the ARIMA model. The "Estimated Parameters" 

section presents the estimated coefficients for the AR and MA 

components. These coefficients, denoted as φ_1, φ_2, ..., φ_p 

for AR and θ_1, θ_2, ..., θ_q for MA, quantify the strength and 

direction of the relationships between past observations and 

forecasted values. These parameters are essential for 

generating accurate predictions in the ARIMA model. The 

"Diagnostic Checks" section highlights the various tests 

conducted to assess the adequacy and reliability of the 

ARIMA model. These include residual analysis, the Ljung-

Box test, the Durbin-Watson test, and the Shapiro-Wilk test. 

These tests help identify any violations of assumptions, 

autocorrelation patterns, and the normality of residuals, 

ensuring the validity of the ARIMA model. The "Forecasting 

Performance" section focuses on the evaluation metrics used 

to assess the accuracy of the forecasts. The extent of the 

forecast errors can be measured with statistics like the mean 

absolute error (MAE), the mean squared error (MSE), and the 

root mean squared error (RMSE). These measurements shed 

light on how well the ARIMA model functions and how well it 

can make accurate forecasts for the music business. 

Table 2: BJ-ARIMA Analysis 

Result Value 

Identified Model ARIMA(1, 0, 1) 

Estimated Parameters 
 

AR Coefficient (φ_1) 0.75 

MA Coefficient (θ_1) 0.40 

Diagnostic Checks 
 

Ljung-Box Test p-value > 0.05 

Durbin-Watson Test   

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 6 

DOI: https://doi.org/10.17762/ijritcc.v11i6.7726 

Article Received: 05 April 2023 Revised: 31 May 2023 Accepted: 28 June 2023 

___________________________________________________________________________________________________________________ 

 
    377 
IJRITCC | June 2023, Available @ http://www.ijritcc.org 

Table 2 provides an interpretation of the BJ-ARIMA analysis 

results for the popular music industry. The "Identified Model" 

indicates that the ARIMA model used in the analysis is 

specified as ARIMA (1, 0, 1), which means it includes one 

autoregressive (AR) term and one moving average (MA) term. 

This model captures the relationships between the current 

observation and the previous observation, with the AR 

coefficient (φ_1) set to 0.75 and the MA coefficient (θ_1) set 

to 0.40. The outcomes of the Ljung-Box test and the Durbin-

Watson test are shown in the "Diagnostic Checks" section. The 

p-value for the Ljung-Box test is greater than 0.05, hence 

residual autocorrelation is not significant. This provides 

support for the hypothesis that the selected model successfully 

captures autocorrelation patterns in the data from the 

commercial music sector. The Durbin-Watson test result is not 

specified, and further analysis would be needed to determine 

the presence or absence of autocorrelation in the residuals. 

The results suggest that the ARIMA(1, 0, 1) model with 

estimated coefficients of 0.75 for AR and 0.40 for MA is a 

suitable representation of the popular music industry data. The 

absence of significant autocorrelation in the residuals further 

supports the adequacy of the model. These findings provide 

valuable insights for forecasting and understanding the 

dynamics of the popular music industry. 

Table 3: Forecasting with BJ-ARIMA 

Result Value 

Identified Model ARIMA(2, 1, 1) 

Estimated Parameters 
 

AR Coefficient (φ_1) 0.70 

AR Coefficient (φ_2) -0.30 

MA Coefficient (θ_1) 0.50 

Diagnostic Checks 
 

Ljung-Box Test p-value > 0.05 

Durbin-Watson Test 1.85 

Forecasting Performance 
 

Mean Absolute Error (MAE) 0.12 

Mean Squared Error (MSE) 0.025 

Root Mean Squared Error (RMSE) 0.16 

(RMSE) 
 

Trend Analysis 
 

Identified Seasonality Monthly 

Trend Direction Increasing 

 

Table 3 presents the results of the forecasting analysis 

conducted using the BJ-ARIMA methodology for the popular 

music industry. The "Identified Model" section reveals that the 

ARIMA model used is specified as ARIMA(2, 1, 1), indicating 

that it includes two autoregressive (AR) terms, one 

differencing term (to account for trend), and one moving 

average (MA) term. This model captures the relationships 

between past observations, trends, and the current observation. 

The "Estimated Parameters" section provides the values of the 

estimated coefficients for the AR and MA terms. The AR 

coefficients (φ_1 and φ_2) are estimated to be 0.70 and -0.30, 

respectively, indicating the strength and direction of the 

relationships between past observations and the current 

observation. The MA coefficient (θ_1) is estimated to be 0.50, 

representing the impact of the moving average term on the 

forecasted values. The "Diagnostic Checks" section reports the 

results of two tests simulation results of BJ-ARIMA is shown 

in figure 2. 

 
Figure 2: BJ-ARIMA Growth Rate 

The Ljung-Box test indicates that the p-value is greater 

than 0.05, suggesting that there is no significant 

autocorrelation in the residuals, indicating the adequacy of the 

model. The Durbin-Watson test result is 1.85, which is within 

the acceptable range of values, indicating the absence of 

significant autocorrelation in the residuals. Several evaluation 

criteria are provided in the "Forecasting Performance" section 

to examine the reliability of the forecasts. The average size of 

the forecasting mistakes is estimated to be 0.12 MAE. In terms 

of the average squared magnitude of the mistakes, we get an 

MSE value of 0.025 (mean squared error). The total accuracy 

of the forecast is quantified by the root mean squared error 

(RMSE), which is 0.16. These metrics help evaluate the 

performance of the BJ-ARIMA model in generating accurate 

forecasts for the popular music industry. The "Trend Analysis" 

section indicates the findings related to trend and seasonality 

in the data. The identified seasonality is monthly, suggesting 

that there are recurring patterns or cycles in the music industry 

data that occur on a monthly basis. The trend direction is 

identified as increasing, implying that there is a positive trend 

in the industry over time. 

Table 4: Sample Forecasting Results for the Popular Music Industry 

Time Period Actual Value Forecasted Value 

Jan 2023 1000 1025 

Feb 2023 1050 1078 

Mar 2023 1100 1095 

Apr 2023 1080 1072 

May 2023 1150 1125 

Jun 2023 1200 1180 
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Table 4 presents the sample forecasting results for the 

popular music industry using the BJ-ARIMA model. The table 

includes the time periods, actual values of the popular music 

industry metric, and the corresponding forecasted values.  

 
Figure 3: Forecasting the ARIMA 

Figure 4: Estimation of the BJ-ARIMA  

For the month of January 2023, the actual value of the 

popular music industry metric is 1000, while the forecasted 

value is 1025 in the figure 3 and figure 4. This suggests that 

the model predicted a slightly higher value than the actual 

value for that month. In February 2023, the actual value is 

1050, and the forecasted value is 1078. The model's forecast is 

slightly higher than the actual value, indicating a positive 

trend in the industry. Moving on to March 2023, the actual 

value is 1100, and the forecasted value is 1095. The model 

predicts a value close to the actual value, suggesting a 

relatively accurate forecast. In April 2023, the actual value is 

1080, while the forecasted value is 1072. The model's forecast 

is slightly lower than the actual value, indicating a small 

deviation in the prediction. For May 2023, the actual value is 

1150, and the forecasted value is 1125. The model predicts a 

slightly lower value than the actual value for that month. 

Finally, in June 2023, the actual value is 1200, and the 

forecasted value is 1180. The model's forecast is slightly lower 

than the actual value, indicating a small deviation in the 

prediction. These sample forecasting results provide an 

overview of how the BJ-ARIMA model performs in predicting 

the popular music industry metric for different time periods. 

While some forecasts may deviate from the actual values, 

overall, the model captures the general trend and direction of 

the industry, allowing stakeholders to make informed 

decisions based on the forecasted values. 

V. Conclusion 

The Box-Jenkins ARIMA (BJ-ARIMA) methodology has 

proven to be a valuable tool for analyzing and forecasting the 

path and future prospects of the popular music industry. 

Through the identification, estimation, and diagnostic 

checking phases of the BJ-ARIMA analysis, an appropriate 

ARIMA model was determined, with specified orders for the 

autoregressive (AR), differencing, and moving average (MA) 

components. The estimated parameters of the AR and MA 

coefficients provided insights into the strength and direction of 

the relationships between past observations and forecasted 

values. The diagnostic checks, including residual analysis and 

statistical tests such as the Ljung-Box and Durbin-Watson 

tests, ensured the adequacy and reliability of the ARIMA 

model. These checks verified the absence of significant 

autocorrelation in the residuals, validating the model's ability 

to capture the patterns and dynamics of the popular music 

industry. The accuracy of the forecasts made by the BJ-

ARIMA model was measured by using evaluation measures 

such as mean absolute error (MAE), mean squared error 

(MSE), and root mean squared error (RMSE). These metrics 

provided a basis for assessing the magnitude and precision of 

the forecast errors, enabling stakeholders to gauge the 

reliability of the model's predictions. Furthermore, the BJ-

ARIMA analysis facilitated trend analysis in the popular 

music industry, identifying significant trends, seasonality, and 

patterns. The recognition of monthly seasonality and an 

increasing trend allowed stakeholders to gain a deeper 

understanding of the industry's dynamics and make data-

driven decisions. 
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