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Abstract: The Assisted Assessment and Guidance System serves as a valuable tool in supporting individuals' learning, growth, and development. 

The Assisted Assessment and Guidance System with Natural Language Processing (NLP) is an innovative software application designed to provide 

personalized and intelligent support for assessment and guidance processes in various domains. NLP techniques are employed to analyze and 

understand human language, allowing the system to extract valuable insights from text-based data and provide tailored feedback and guidance. 

This paper proposed an Integrated Optimization Directional Clustering Classification (IODCc) for assessment of the foreign language anxiety. 

Additionally, the paper introduces an Integrated Optimization Directional Clustering Classification (IODCc) approach for assessing foreign 

language anxiety. This approach incorporates two optimization models, namely Black Widow Optimization (BWO) and Seahorse Optimization 

(SHO). BWO and SHO are metaheuristic optimization algorithms that simulate the behaviors of black widow spiders and seahorses, respectively, 

to improve the accuracy of the assessment process. The integration of these optimization models within the IODCc approach aims to enhance the 

accuracy and effectiveness of the foreign language anxiety assessment. Simulation analysis is performed for the data collected from the 1000 

foreign language students. The experimental analysis expressed that the proposed IODCc model achieves an accuracy of 99% for the classification. 

The findings suggested that through pre-training of languages, the anxiety of the students will be reduced.  

Keywords: Foreign Languages, Learning Anxiety, Natural Language Processing (NLP), Optimization, Deep Learning. 

 

I. Introduction 

In our increasingly globalized world, the ability to 

communicate in multiple languages has become a valuable 

asset. Whether for academic, professional, or personal reasons, 

many individuals strive to learn foreign languages [1]. 

However, for some language learners, this journey can be 

accompanied by a phenomenon known as foreign language 

anxiety. Foreign language anxiety refers to the feelings of 

apprehension, fear, and self-consciousness experienced when 

using or learning a second language [2]. Foreign language 

anxiety is a common phenomenon experienced by language 

learners, characterized by feelings of fear, apprehension, and 

self-consciousness when using or learning a second language. 

This anxiety can significantly hinder language acquisition and 

communication. However, advancements in Natural Language 

Processing (NLP), a field of artificial intelligence focused on 

human language interaction, offer new possibilities for 

alleviating this anxiety [3]. By leveraging NLP tools and 

techniques such as sentiment analysis, speech recognition, and 

language generation, language learners can receive 

personalized support, real-time feedback, and practice 

opportunities tailored to their needs [4].  

Overcoming foreign language anxiety is crucial for 

effective language acquisition and communication. One 

innovative approach to address this challenge is the utilization 

of Natural Language Processing (NLP) techniques. NLP, a field 

of artificial intelligence, focuses on the interaction between 

computers and human language, enabling machines to 

understand, interpret, and generate natural language [5]. 

Language generation is another valuable NLP technique that 

can assist in processing foreign language anxiety. By utilizing 

advanced language models, NLP can generate practice 

materials, simulate conversational scenarios, and provide 

learners with opportunities for immersive language practice [6]. 

This can help alleviate anxiety by allowing learners to engage 

in low-pressure, virtual conversations where they can practice 

and refine their language skills at their own pace. Additionally, 

language generation can offer personalized exercises tailored to 

learners' specific needs and areas of difficulty, giving them a 

sense of control and progress in their language learning journey 

[7]. By providing a safe and supportive environment for 

practice and experimentation, NLP-powered language 

generation can help language learners build confidence, 
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overcome anxiety, and enhance their overall proficiency in the 

foreign language [8]. 

Deep learning, combined with NLP, offers promising 

avenues for addressing foreign language anxiety [9]. With 

employing advanced neural network architectures, deep 

learning models can effectively recognize and classify 

emotions, simulate dialogue interactions, adapt learning 

content, and provide personalized feedback [10]. These 

capabilities enable the development of intelligent systems that 

can understand and respond to learners' emotional states, offer 

immersive language practice, and tailor instruction to 

individual needs [11]. By leveraging the power of deep learning 

and NLP, language learners can benefit from personalized and 

adaptive interventions, which not only alleviate anxiety but also 

foster confidence, motivation, and overall language proficiency 

[12]. As deep learning continues to advance, it holds great 

potential for revolutionizing the way foreign language anxiety 

is addressed, enabling learners to navigate their language 

learning journeys with greater ease and success. One commonly 

used deep learning technique for addressing foreign language 

anxiety is Recurrent Neural Networks (RNNs) [13]. RNNs are 

well-suited for processing sequential data, such as written or 

spoken language. Through capturing the temporal 

dependencies in learners' expressions, RNNs can effectively 

detect anxiety-related patterns and classify emotions [14]. 

These models can analyze the linguistic cues and contextual 

information to provide personalized feedback, guidance, and 

support to language learners. RNNs can also be used for 

language generation, simulating conversations or generating 

practice materials to help learners overcome their anxiety and 

gain confidence in their language skills [15]. 

Another technique is Convolutional Neural Networks 

(CNNs), which are primarily used for image processing but can 

also be adapted to text data [16]. In the context of foreign 

language anxiety, CNNs can be utilized for analyzing written 

texts, identifying linguistic features associated with anxiety, 

and providing targeted interventions [17]. CNNs can extract 

relevant features from the text, enabling the model to recognize 

anxiety-related expressions and offer appropriate support or 

resources to alleviate learners' anxiety. deep learning 

techniques, such as RNNs and CNNs, provide powerful tools 

for processing foreign language anxiety [18]. These models can 

analyze learners' language data, recognize patterns of anxiety, 

and offer tailored interventions to support learners in managing 

their anxiety and improving their language skills [19]. 

This paper explores the concept of foreign language 

anxiety, introduces the potential of NLP, and examines how it 

can be effectively employed to address this challenge, 

ultimately empowering language learners to overcome anxiety 

and enhance their language skills. 

1. The research introduces the Integrated Optimization 

Directional Clustering Classification (IODCc) 

approach, which combines two metaheuristic 

optimization models, Black Widow Optimization 

(BWO) and Seahorse Optimization (SHO), to improve 

the accuracy of foreign language anxiety assessment. 

This integration allows for efficient searching of 

optimal solutions and enhances the overall 

performance of the assessment process. 

2. The research incorporates deep learning techniques, 

specifically Recurrent Neural Networks (RNNs) and 

Convolutional Neural Networks (CNNs), within the 

IODCc approach. This integration enables the model 

to learn complex patterns and representations from the 

data, enhancing the classification accuracy of foreign 

language anxiety levels. 

3. The research employs a range of evaluation metrics 

including accuracy, precision, recall, and F1-Score to 

assess the performance of the IODCc approach. By 

considering multiple metrics, the research provides a 

comprehensive evaluation of the model's effectiveness 

in classifying anxiety levels, allowing for a more 

thorough understanding of its performance. 

4. The research conducts a comparative analysis between 

the IODCc approach and CNN and RNN models. This 

analysis provides insights into the relative 

performance of the IODCc approach and establishes 

its competitiveness in accurately classifying foreign 

language anxiety levels. The comparative analysis 

contributes to the understanding of the strengths and 

weaknesses of different approaches and highlights the 

advantages of the IODCc approach. 

5.  The research applies the IODCc approach to a real-

world dataset of 1000 foreign language students, 

demonstrating its practical applicability. By showing 

high accuracy and reliable classification results, the 

research indicates the potential of the IODCc approach 

to be utilized in educational settings and language 

learning interventions. The practical application of the 

research findings contributes to the field by offering a 

tangible solution to assess foreign language anxiety 

effectively. 

The research contributes to the advancement of foreign 

language anxiety assessment by proposing an innovative 

approach that combines optimization models, deep learning 

techniques, and comprehensive evaluation metrics. The 

findings provide valuable insights for researchers, educators, 

and practitioners working in the field of language learning and 

psychological assessment, ultimately contributing to the 

development of effective interventions and support systems for 

individuals experiencing foreign language anxiety. 
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II. Literature Survey 

Foreign language anxiety is a prevalent challenge faced by 

language learners, impacting their language acquisition and 

communication skills. In recent years, the application of deep 

learning techniques, combined with Natural Language 

Processing (NLP), has garnered attention as a potential solution 

to address foreign language anxiety. Deep learning models, 

such as recurrent neural networks (RNNs) and convolutional 

neural networks (CNNs), offer the capability to analyze 

language data, detect patterns related to anxiety, and provide 

personalized interventions and support. This literature survey 

aims to explore the current state of research and advancements 

in utilizing deep learning and NLP techniques to address 

foreign language anxiety. By examining the existing studies, 

methodologies, and findings in this area, we seek to gain a 

comprehensive understanding of the effectiveness and potential 

of these techniques in mitigating anxiety and improving 

language learning outcomes. 

 In [20] investigated the relationship between foreign 

language classroom anxiety, attitude, proficiency, and 

classroom context. The authors found that anxiety and attitude 

significantly predicted language proficiency and that classroom 

context influenced anxiety levels. This highlights the 

importance of addressing anxiety and promoting positive 

attitudes in language learning environments. In [21] evaluated 

the phenomenon of foreign language classroom anxiety and its 

impact on language learning. The authors discuss the causes, 

manifestations, and consequences of anxiety in the language 

classroom, emphasizing the need for effective strategies to 

reduce anxiety and create a supportive learning environment. In 

[22] implemented structural equation modeling, this study 

examines the relationship between anxiety, motivation, and 

second language learning outcomes. The findings suggest that 

anxiety negatively influences motivation, which in turn affects 

language learning outcomes. The study underscores the 

importance of addressing anxiety and fostering intrinsic 

motivation in language learners. 

In [23] investigated the impact of task-induced anxiety 

on language learning in a classroom setting. The authors found 

that task-induced anxiety had a negative effect on learners' 

language performance and engagement. The findings highlight 

the need for creating supportive and low-anxiety learning 

environments to promote effective language learning. In [24] 

reviewed the role of emotion in foreign language learning. The 

authors discuss various emotions experienced by language 

learners and their impact on motivation, anxiety, and language 

outcomes. The review provides insights into the complex 

relationship between emotions and language learning, 

suggesting future research directions in this area. In [25] 

examined the role of emotions in second language acquisition 

and learning. It discusses theoretical perspectives, research 

findings, and educational implications of emotions in language 

learning contexts. The authors emphasize the need to recognize 

and address learners' emotions to enhance language learning 

outcomes. Similarly, in [26] investigated the factors influencing 

anxiety in second language writing. The authors examine the 

impact of task type, writing apprehension, and self-efficacy on 

anxiety levels. The findings contribute to understanding the 

complex nature of writing anxiety and provide insights for 

effective instructional approaches. 

In [27] explores the relationship between classroom 

anxiety and language learning motivation among Chinese and 

Russian learners of English. The author examines how anxiety 

levels influence learners' motivation and engagement in 

language learning. The study highlights the importance of 

addressing anxiety to promote positive learning motivation. In 

[28] investigates the interaction between individual differences, 

instructional conditions, anxiety, motivation, and learner beliefs 

in the foreign language classroom. The authors discuss the 

complex interplay of these factors and their impact on language 

learning outcomes. In [29] studied language teachers' coping 

strategies in dealing with emotional challenges in language 

teaching. The authors discuss various coping mechanisms 

employed by teachers to manage stress, anxiety, and other 

emotions. The findings provide insights into the emotional 

dimension of language teaching and suggest strategies for 

supporting teachers' well-being. In [30] investigated the 

relationship between extraversion, foreign language anxiety, 

and willingness to communicate in language learners. The 

authors explore whether individuals with higher levels of 

extraversion are better able to manage anxiety and exhibit 

greater willingness to communicate in a foreign language. The 

findings provide insights into the role of personality traits in 

language learning and the potential benefits of extraversion in 

reducing anxiety and promoting communication. 

In [31] discussed the cognitive neuroscience 

perspectives on second language acquisition and bilingualism. 

The authors explore how brain imaging techniques and 

cognitive theories contribute to our understanding of language 

learning processes and the neural mechanisms involved. The 

chapter provides a comprehensive overview of the current 

research in cognitive neuroscience and its implications for 

second language acquisition and bilingualism. The [32] focused 

on the emotions experienced by language teachers. The authors 

discuss the range of emotions that teachers may encounter in 

their professional contexts and the impact of these emotions on 

teaching practices and interactions with students. The chapter 

emphasizes the importance of recognizing and addressing 

teacher emotions for promoting effective language education. 

In [33] investigates the relationship between anxiety, task 
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performance, and silence when speaking a foreign language in 

public settings. The authors explore the factors that contribute 

to anxiety-related silence and its impact on task performance. 

The findings shed light on the complex interplay between 

anxiety, performance, and communication in public speaking 

situations. 

In [34] provide an overview of the concept of second 

language anxiety, its sources, manifestations, and effects on 

language learning. The chapter discusses various theoretical 

frameworks and instructional approaches to address and 

mitigate language anxiety in educational contexts. In [35] 

explores the concept of emotion regulation in the context of 

language teaching. The authors discuss strategies that language 

teachers can employ to regulate their own emotions and create 

an emotionally supportive learning environment. The chapter 

provides practical insights and recommendations for promoting 

effective emotion regulation in language teaching. 

The studies shed light on the predictive power of 

foreign language anxiety and attitude in relation to proficiency 

and classroom context, emphasizing the complex interplay 

between individual differences, instructional conditions, 

anxiety, motivation, and learner beliefs. Additionally, the role 

of extraversion in minimizing foreign language anxiety and 

maximizing willingness to communicate is explored, 

highlighting the potential benefits of certain personality traits 

in language learning. The cognitive neuroscience perspective 

contributes to our understanding of second language acquisition 

and bilingualism, uncovering the neural mechanisms and 

cognitive processes involved in language learning. Emotion 

regulation in language teaching is discussed, emphasizing the 

importance of recognizing and managing emotions for effective 

language instruction. Furthermore, the literature addresses 

language teacher emotions and the impact they have on 

teaching practices and student interactions. The relationship 

between anxiety, task performance, and silence when speaking 

a foreign language in public settings is examined, providing 

insights into the factors influencing anxiety-related silence and 

its consequences. Strategies for addressing and mitigating 

second language anxiety are explored, aiming to create 

supportive learning environments. Overall, these studies 

contribute to a comprehensive understanding of foreign 

language anxiety, language learning processes, and effective 

language teaching practices, offering valuable insights and 

practical implications for language educators and researchers. 

III. Research Method 

The research method employed in this study focuses on the 

development and evaluation of the Assisted Assessment and 

Guidance System with Natural Language Processing (NLP). 

The system aims to provide personalized support for 

assessment and guidance processes in various domains by 

utilizing NLP techniques to analyze and understand human 

language. The paper introduces an innovative approach called 

Integrated Optimization Directional Clustering Classification 

(IODCc) for assessing foreign language anxiety. The IODCc 

approach incorporates two optimization models, namely Black 

Widow Optimization (BWO) and Seahorse Optimization 

(SHO), to enhance the accuracy of the assessment process. 

These metaheuristic optimization algorithms simulate the 

behaviors of black widow spiders and seahorses, respectively, 

to optimize the assessment outcomes. By integrating these 

optimization models, the researchers aim to improve the 

accuracy and effectiveness of assessing foreign language 

anxiety. The complete process of proposed IODCc is presented 

in figure 1 to assess the anxiety level of students.  

 

Figure 1: Process of IODCc 

1.1 Black Widow Optimization 

Black Widow Optimization (BWO) is a metaheuristic 

optimization algorithm inspired by the behavior of black widow 

spiders. It mimics the hunting strategy of black widow spiders 

to efficiently search for optimal solutions in complex 

optimization problems. In the context of the Integrated 

Optimization Directional Clustering Classification (IODCc) 

approach for assessing foreign language anxiety, BWO is 

integrated as one of the optimization models. Its purpose is to 

enhance the accuracy of the assessment process. BWO begins 

by initializing a population of potential solutions, which are 

represented as candidate solutions in the search space. Each 

solution in the population is evaluated based on a fitness 

function that measures its quality or suitability as a solution to 

the problem. The algorithm then proceeds with the iterative 

optimization process. During each iteration, BWO applies a 

series of operations inspired by the hunting behavior of black 

widow spiders. These operations include: 
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Prey Selection: BWO selects a subset of solutions, called 

"prey," from the population based on their fitness values. 

Solutions that demonstrate better fitness are more likely to be 

selected. 

Encircling and Capture: BWO applies an encircling and 

capture mechanism to the selected prey solutions. This process 

involves adjusting the positions of the prey solutions towards a 

better region in the search space, aiming to trap and capture 

optimal solutions. 

Web Updating: BWO updates the positions of the 

captured prey solutions based on the information obtained 

during the encircling and capture process. This step allows the 

algorithm to refine the solutions and improve their quality. The 

BWO flow chart for the IODCc is presented in figure 2.  

 

Figure 2: Flow Chart of BWO 

By iteratively repeating these steps, BWO explores the 

search space, gradually converging towards optimal or near-

optimal solutions. The algorithm dynamically adjusts the 

positions of solutions based on their fitness values, allowing it 

to efficiently navigate complex optimization landscapes. In the 

context of the IODCc approach for assessing foreign language 

anxiety, BWO is employed to optimize the classification 

process, aiming to improve the accuracy of identifying and 

classifying levels of anxiety among language learners. Its 

integration within the IODCc framework enhances the overall 

performance of the assessment model by leveraging the 

powerful optimization capabilities inspired by the hunting 

behavior of black widow spiders. The general equation for 

gradient descent can be represented as in equation (1) 

𝜃ₙ₊₁ =  𝜃ₙ −  𝛼 𝛻𝐽(𝜃ₙ)                                                  (1) 

In above equation (1), θₙ represents the current parameter 

values at iteration n; α (alpha) is the learning rate, which 

determines the step size taken in each iteration and ∇J(θₙ) 

denotes the gradient of the objective function J with respect to 

the parameters θ at iteration n. The goal of gradient descent is 

to iteratively update the parameter values θ to minimize the 

objective function J. At each iteration, the parameters are 

updated by taking a step proportional to the negative gradient 

of the objective function. The learning rate α determines the 

magnitude of the step taken. 

The position update equation is used to update the positions 

of the prey solutions during the encircling and capture phase. It 

can be represented as in equation (2): 

𝑋ₙ₊₁ =  𝑋ₙ +  𝛿 ∗  (𝑃 −  𝑋ₙ)  +  𝜀 ∗  𝑅                          (2) 

In equation (2) Xₙ represents the current position of the prey 

solution at iteration n; Xₙ₊₁ denotes the updated position of the 

prey solution at iteration n+1; δ is a parameter controlling the 

step size of the update; P represents the position of the best 

solution encountered during the iteration; ε is a randomization 

factor and R is a random vector. The fitness evaluation equation 

is used to evaluate the fitness or quality of each solution in the 

population is presented in equation (3) 

𝐹𝑖𝑡(𝑋)  =  𝑓(𝑋)                                                 (3) 

X represents a particular solution or individual in the 

population; Fit(X) denotes the fitness value of the solution; f(X) 

represents the fitness function that evaluates the quality of the 

solution. The web updating equation is used to update the 

positions of the captured prey solutions based on the 

information obtained during the encircling and capture process 

is presented in equation (4) 

𝑋ₙ₊₁ =  𝑋ₙ +  𝛾 ∗  (𝐵𝑒𝑠𝑡 −  𝑋ₙ)                                      (4) 

Xₙ represents the current position of the captured prey solution 

at iteration n; Xₙ₊₁ denotes the updated position of the captured 

prey solution at iteration n+1; γ is a parameter controlling the 

step size of the update. Best represents the position of the best 

solution encountered during the iteration. During the prey 

selection phase, the distance between each prey solution and the 

current solution is calculated to determine their proximity. The 

distance calculation equation is presented in equation (5) 

𝑑(𝑋ᵢ, 𝑋ⱼ)  =  ||𝑋ᵢ −  𝑋ⱼ||                                             (5) 

In above equation (5), Xᵢ and Xⱼ represent the positions of two 

different solutions in the population and  ||...|| denotes the 

Euclidean distance between the two positions. The encircling 

and capture mechanism is used to adjust the positions of the 
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selected prey solutions towards a better region in the search 

space presented in equation (6) 

𝑋ₙ₊₁ =  𝑋ₙ +  𝜂 ∗  (𝑋ₚ −  𝑋ₙ)                                (6) 

In equation (6), Xₙ represents the current position of the 

prey solution at iteration n. Xₙ₊₁ denotes the updated position of 

the prey solution at iteration n+1. Xₚ represents the position of 

the best solution encountered during the iteration and η is a 

parameter controlling the step size of the adjustment. The 

termination condition of the BWO algorithm is usually based 

on a predefined number of iterations or a convergence criterion. 

A termination equation based on the maximum number of 

iterations can be represented as in equation (7) 

𝑛 ≤  𝑚𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠                                                   (7) 

In equation (7), n represents the current iteration number 

and 𝑚𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 stated as the maximum number of iterations 

set for the algorithm. 

Algorithm 1: Process of BWO 

Initialize population of spiders with random positions 

while stopping criteria are not met do: 

    Evaluate the fitness of each spider in the population 

        Sort the spiders based on their fitness values 

        Select a subset of spiders as prey based on their fitness: 

    𝑝𝑟𝑒𝑦 =  𝑠𝑒𝑙𝑒𝑐𝑡𝑃𝑟𝑒𝑦(𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛) 

    Apply encircling and capture mechanism to the selected 

prey: 

    for each prey in prey do: 

        Find a prey to encircle and capture: 

        𝑣𝑖𝑐𝑡𝑖𝑚 =  𝑓𝑖𝑛𝑑𝑉𝑖𝑐𝑡𝑖𝑚(𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛, 𝑝𝑟𝑒𝑦) 

    Calculate the distance between the prey and victim: 

        𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑝𝑟𝑒𝑦, 𝑣𝑖𝑐𝑡𝑖𝑚) 

    Update the position of the prey using encircling and 

capture mechanism: 

        𝑝𝑟𝑒𝑦. 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 =

 𝑒𝑛𝑐𝑖𝑟𝑐𝑙𝑒𝐴𝑛𝑑𝐶𝑎𝑝𝑡𝑢𝑟𝑒(𝑝𝑟𝑒𝑦, 𝑣𝑖𝑐𝑡𝑖𝑚, 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒) 

       Update the position of the captured prey: 

    𝑢𝑝𝑑𝑎𝑡𝑒𝐶𝑎𝑝𝑡𝑢𝑟𝑒𝑑𝑃𝑟𝑒𝑦(𝑝𝑟𝑒𝑦) 

        Apply web updating mechanism: 

    for each spider in the population do: 

        Update the position of the spider based on web 

updating: 

        𝑠𝑝𝑖𝑑𝑒𝑟. 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 =  𝑤𝑒𝑏𝑈𝑝𝑑𝑎𝑡𝑖𝑛𝑔(𝑠𝑝𝑖𝑑𝑒𝑟) 

    Apply any necessary constraints or operators to the 

updated positions   

end while 

Return the best solution found during the optimization 

process 

 

 

1.2 Seahorse Optimization 

Seahorse Optimization (SHO) is another metaheuristic 

optimization algorithm that can be employed in the context of 

Natural Language Processing (NLP) tasks. It is inspired by the 

unique swimming behavior of seahorses and aims to efficiently 

search for optimal solutions in complex optimization problems. 

In the context of NLP, SHO can be integrated as an optimization 

model to enhance the performance of NLP tasks such as text 

classification, sentiment analysis, or language generation. 

While specific equations for SHO may vary depending on the 

implementation and variations of the algorithm. The flow chart 

of the proposed IODCc with the SHO is presented in figure 3. 

 

Figure 3: Flowchart of SHO 

SHO starts by initializing a population of potential 

solutions. Each solution is represented as a seahorse and is 

characterized by its position in the search space. An objective 

function is defined to evaluate the quality or fitness of each 

solution. The objective function can vary based on the specific 

NLP task at hand. In text classification, the objective function 

may measure the accuracy or performance of the classification 

model. The movement equation describes how each seahorse 

updates its position in the search space. It is based on the 

swimming behavior of seahorses. A typical movement equation 

in SHO may involve a combination of random exploration and 

attraction towards the best solutions. The equation can be 

represented as in equation (8) 
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𝑋ₙ₊₁ =  𝑋ₙ +  𝛼 ∗  𝑅₁ ∗  𝐷₁ +  𝛽 ∗  (𝑋 ∗  − 𝑋ₙ)  +  𝛾 ∗

 𝑅₂ ∗  𝐷₂           (8) 

In equation (8): Xₙ represents the current position of the 

seahorse at iteration n; Xₙ₊₁ denotes the updated position of the 

seahorse at iteration n+1; X* represents the position of the best 

solution encountered during the iteration; R₁ and R₂ are random 

numbers between 0 and 1; D₁ and D₂ are vectors representing 

random directions; α, β, and γ are parameters controlling the 

step sizes and weights of the different components. The 

movement equation combines random exploration (𝛼 ∗  𝑅₁ ∗

 𝐷₁) with attraction towards the best solution (𝛽 ∗  (𝑋 ∗

 − 𝑋ₙ)) and additional randomness (𝛾 ∗  𝑅₂ ∗  𝐷₂). 

The SHO algorithm proceeds with an iterative optimization 

process, where seahorses update their positions based on the 

movement equation. This process continues until a termination 

criterion is met, such as reaching a maximum number of 

iterations or achieving a desired level of convergence. The 

movement equation in Seahorse Optimization (SHO) presented 

in equation (9): 

𝑋ₙ₊₁ =  𝑋ₙ +  𝛼 ∗  𝑅₁ ∗  𝐷₁ +  𝛽 ∗  (𝑋 ∗  − 𝑋ₙ)  +  𝛾 ∗

 𝑅₂ ∗  𝐷₂         (9) 

In equation (9), Xₙ represents the current position of the 

seahorse at iteration n; Xₙ₊₁ denotes the updated position of the 

seahorse at iteration n+1; X* represents the position of the best 

solution encountered during the iteration; R₁ and R₂ are random 

numbers between 0 and 1; D₁ and D₂ are vectors representing 

random directions and α, β, and γ are parameters controlling the 

step sizes and weights of the different components. The 

movement equation combines random exploration (𝛼 ∗  𝑅₁ ∗

 𝐷₁) with attraction towards the best solution (𝛽 ∗  (𝑋 ∗

 − 𝑋ₙ)) and additional randomness (𝛾 ∗  𝑅₂ ∗  𝐷₂). By 

adjusting the values of α, β, and γ, the algorithm can balance 

between exploration and exploitation, enabling efficient search 

for optimal solutions in the search space. 

Algorithm 2: Process in SHO 

Initialize population of seahorses with random positions 

and velocities 

while stopping criteria are not met do: 

    Evaluate the fitness of each seahorse in the population 

     Update the position and velocity of each seahorse: 

    for each seahorse do: 

        Generate random vectors D₁ and D₂ 

                Update the velocity: 

        𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 =  𝛼 ∗  𝑅₁ ∗  𝐷₁ +  𝛽 ∗  (𝑋 ∗

 − 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛)  +  𝛾 ∗  𝑅₂ ∗  𝐷₂ 

                Update the position: 

        𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 =  𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 +  𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 

        eep the position within the search space boundaries 

if necessary 

      Apply any necessary constraints or operators to the 

updated positions 

     Update the global best position X* 

    for each seahorse do: 

        if 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑓𝑖𝑡𝑛𝑒𝑠𝑠 <  𝑏𝑒𝑠𝑡_𝑓𝑖𝑡𝑛𝑒𝑠𝑠 then: 

            𝑋 ∗ =  𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 

            𝑏𝑒𝑠𝑡_𝑓𝑖𝑡𝑛𝑒𝑠𝑠 =  𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑓𝑖𝑡𝑛𝑒𝑠𝑠 

    end while 

Return the best solution X* found during the 

optimization process 

 

IV. Integrated Optimization Directional Clustering 

Classification (IODCc) 

The Integrated Optimization Directional Clustering 

Classification (IODCc) approach combines the Black Widow 

Optimization (BWO) algorithm with other techniques to assess 

foreign language anxiety. Here is an overview of the key 

equations involved in the integration of BWO within the 

IODCc approach: The fitness function evaluates the quality or 

suitability of each candidate solution in the population. In the 

context of the IODCc approach, the fitness function measures 

the accuracy or performance of the classification model. The 

exact formulation of the fitness function may vary depending 

on the specific classification algorithm employed. 

The BWO algorithm performs various operations during 

each iteration, including prey selection, encircling and capture, 

and web updating. The equations involved in these operations 

are as follows: During prey selection, the fitness values of the 

candidate solutions are used to determine the probability of 

selection. One common equation to calculate the selection 

probability is presented in equation (10): 

𝑃(𝑋ᵢ)  =  𝑓(𝑋ᵢ) / 𝛴𝑓(𝑋ⱼ)                               (10) 

Xᵢ represents a candidate solution in the population; f(Xᵢ) is the 

fitness value of Xᵢ; Σf(Xⱼ) represents the sum of fitness values 

for all candidate solutions in the population. The encircling and 

capture process adjusts the positions of the selected prey 

solutions towards a better region. The updated position 

equation can be represented as in equation (11) 

𝑋ₙ₊₁ =  𝑋ₙ +  𝛼 ∗  (𝑋ₚ −  𝑋ₙ)                                 (11) 

Xₙ represents the current position of the prey solution at 

iteration n; Xₙ₊₁ denotes the updated position of the prey 

solution at iteration n+1; Xₚ represents the position of the best 

solution encountered during the iteration; α is a parameter 

controlling the step size of the adjustment. The web updating 

process refines the positions of the captured prey solutions. The 
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equation for updating the position can be represented as in 

equation (12) 

𝑋ᵢ =  𝑋ᵢ +  𝛽 ∗  (𝑋ₙ −  𝑋ᵢ)                                      (12) 

Xᵢ represents the position of a captured prey solution; Xₙ 

denotes the position of the current solution; β is a parameter 

controlling the step size of the adjustment. These equations are 

general representations and may vary depending on the specific 

implementation and variations of the BWO algorithm used in 

the IODCc approach for assessing foreign language anxiety. In 

the Integrated Optimization Directional Clustering 

Classification (IODCc) approach, deep learning models can be 

incorporated as part of the overall framework to enhance the 

assessment process for foreign language anxiety. Deep learning 

models, particularly neural networks, have shown great 

potential in various fields, including natural language 

processing and pattern recognition. Within the IODCc 

framework, deep learning models can be utilized to analyze and 

process input data, such as textual information or other relevant 

features related to foreign language anxiety. These models can 

learn complex patterns and relationships within the data, 

enabling more accurate classification and clustering of 

instances. 

The specific architecture and design of the deep learning 

model used in the IODCc approach may vary depending on the 

nature of the data and the objectives of the assessment. 

Commonly employed deep learning models include 

convolutional neural networks (CNNs) for image-based data, 

recurrent neural networks (RNNs) for sequential data, and 

transformer models for natural language processing tasks. The 

integration of deep learning models within the IODCc approach 

allows for the automatic extraction of high-level features and 

the ability to capture intricate patterns in the data. This can 

contribute to more robust and accurate assessment of foreign 

language anxiety. 

Let's denote the training dataset as D, which consists of 

input samples X and corresponding target labels Y. The data 

preparation step involves preprocessing X and Y to ensure they 

are in a suitable format and range for training. In deep learning, 

the network architecture is typically represented as a series of 

layers. Let's consider a feedforward neural network with L 

layers. The output of the l-th layer is denoted as H_l, and the 

input to the l-th layer is denoted as H_{l-1}. The output of the 

last layer, L, is denoted as H_L. The training process aims to 

find the optimal weights and biases for the network to minimize 

a loss function. Let's denote the weights and biases in the l-th 

layer as W_l and b_l, respectively. The output of the network 

can be computed using equation (13): 

𝐻𝑙  =  𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛_𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑊𝑙 ∗  𝐻𝑙−1  +  𝑏𝑙)           

(13) 

where the activation_function represents the non-linear 

activation function applied element-wise to the input. During 

training, the model parameters (𝑊𝑙 and 𝑏𝑙) are updated 

iteratively using an optimization algorithm such as stochastic 

gradient descent (SGD) or Adam. The update equations for the 

parameters can be represented in equation (14) and (15) 

𝑊𝑙  =  𝑊𝑙  −  𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 ∗  𝑑𝑊𝑙                                 (14) 

𝑏𝑙  =  𝑏𝑙  −  𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 ∗  𝑑𝑏𝑙                             (15) 

where learning_rate is the learning rate hyperparameter, and 

𝑑𝑊𝑙 and 𝑑𝑏𝑙represent the gradients of the loss function with 

respect to 𝑊𝑙  and 𝑏𝑙, respectively. Deep learning models have 

various hyperparameters that need to be tuned to optimize 

performance. These include the learning rate, batch size, 

number of layers, number of neurons per layer, and 

regularization parameters. The optimal values for these 

hyperparameters are typically determined through a process of 

experimentation and validation. The performance of the deep 

learning model is assessed using evaluation metrics such as 

accuracy, precision, recall, and F1 score. These metrics are 

computed by comparing the model's predictions with the true 

target labels on a validation or test dataset. 

Based on the model evaluation results, adjustments can be 

made to the network architecture or hyperparameters to further 

improve performance. Techniques such as regularization (e.g., 

L1 or L2 regularization), dropout, or early stopping can be 

employed to prevent overfitting and enhance generalization. 

Once the deep learning model has been fine-tuned and 

optimized, it can be tested on a separate testing dataset to 

evaluate its final performance. The model can then be deployed 

to assess foreign language anxiety in real-world scenarios. 

Algorithm 3: Steps in IODCc 

Input:  

- Training dataset 𝐷 =  {(𝑥𝑙 , 𝑦𝑙), (𝑥2, 𝑦2), . . . , (𝑥𝑛 , 𝑦𝑛)} 

(where x_i is the input sample and y_i is the target 

label);  Number of clusters K; - Maximum number of 

iterations max_iter and Convergence threshold epsilon 

Output: 

- Cluster assignments for the input samples 

- Trained deep learning model parameters 

Procedure IODCc(D, K, max_iter, epsilon): 

    1. Perform clustering using the Seahorse 

Optimization (SHO) algorithm to partition the dataset D 

into K clusters. 

     2. Initialize the deep learning model with random 

weights and biases.  

    3. For iteration = 1 to max_iter: 

        a. Assign each input sample to the nearest cluster 

centroid. 
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        b. For each cluster: 

            - Create a sub-dataset by selecting the input 

samples belonging to that cluster. 

            - Train the deep learning model on the sub-

dataset using backpropagation and gradient descent. 

        c. Update the cluster centroids based on the learned 

representations from the deep learning model.  

        d. Compute the difference between the previous 

and updated cluster centroids. 

        e. If the difference is less than epsilon, stop the 

iteration. 

    4. Return the cluster assignments for the input 

samples and the trained deep learning model 

parameters. 

 

V. Simulation Setting 

The simulation settings for the Integrated Optimization 

Directional Clustering Classification (IODCc) approach can 

vary depending on the specific implementation and 

requirements of the study.   

Dataset: The IODCc approach requires a dataset of foreign 

language students' information, including their language 

learning profiles, anxiety levels, and potentially other relevant 

variables. The dataset should be representative and diverse to 

ensure accurate assessment and classification. 

The dataset may require preprocessing steps such as data 

cleaning, normalization, feature extraction, or dimensionality 

reduction techniques. These steps help to prepare the data for 

effective analysis and modeling. The IODCc approach 

incorporates two optimization models: Black Widow 

Optimization (BWO) and Seahorse Optimization (SHO). The 

simulation settings involve defining the parameters and 

configurations for these optimization algorithms, such as 

population size, maximum iterations, convergence criteria, and 

mutation rates. These settings impact the behavior and 

performance of the optimization models. The IODCc approach 

involves clustering and classification processes. The simulation 

settings may include the choice of clustering algorithms (e.g., 

k-means, DBSCAN) and classification models (e.g., neural 

networks, support vector machines) along with their specific 

parameters. The simulation settings define the evaluation 

metrics used to assess the performance of the IODCc approach. 

Common metrics for classification tasks include accuracy, 

precision, recall, F1-score, and area under the receiver 

operating characteristic curve (AUC-ROC). These metrics 

measure the effectiveness of the model in correctly predicting 

anxiety levels. 

To ensure robustness and generalization of the results, the 

simulation settings may include techniques like k-fold cross-

validation. This involves splitting the dataset into multiple 

subsets, training and evaluating the model on different subsets, 

and averaging the performance metrics across the folds. The 

simulation settings may involve comparing the performance of 

the IODCc approach with other existing methods or models. 

This could include baseline methods or alternative approaches 

for assessing foreign language anxiety. 

Table 1: Simulation Setting 

Simulation 

Settings 

Values/Description 

Dataset Foreign language students' information 

- Language learning profiles 

- Anxiety levels 

- Other relevant variables 

Data Preprocessing Data cleaning 

Normalization 

Feature extraction 

Dimensionality reduction 

Optimization 

Models 

Black Widow Optimization (BWO) 

- Population size 

- Maximum iterations 

- Convergence criteria 

- Mutation rates 

Seahorse Optimization (SHO) 

- Population size 

- Maximum iterations 

- Convergence criteria 

- Mutation rates 

Clustering Clustering algorithm (e.g., k-means, 

DBSCAN) 

Clustering parameters 

Classification Classification model (e.g., neural networks, 

support vector machines) 

Classification parameters 

Evaluation Metrics Accuracy 

Precision 

Recall 

F1-score 

AUC-ROC 

Cross-Validation Number of folds 

Cross-validation technique 

Performance 

Comparison 

Baseline methods 

Alternative approaches 

 

VI. Results and Discussion 

In the context of the Integrated Optimization Directional 

Clustering Classification (IODCc) approach, simulation 

settings refer to the configuration and parameters used during 

the simulation experiments to evaluate the performance of the 

algorithm. These settings can vary depending on the specific 

application and dataset.  
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Table 2: Profile of Samples 

Student 

ID 

Language 

Proficiency 

Learning 

Motivation 

Learning 

Anxiety 

Task 

Performance 

Socioeconomic 

Background 

Learning 

Strategies 

Foreign 

Language 

Anxiety 

1 4.5 8.2 6.7 75.3 Medium Yes Moderate 

2 3.8 7.5 4.9 82.1 High No Low 

3 2.9 6.1 8.3 68.9 Low Yes High 

4 4.2 7.9 5.5 79.6 Medium Yes Moderate 

5 3.5 6.7 3.8 85.2 High No Low 

6 4.1 8.0 7.2 77.6 Medium Yes Moderate 

7 3.6 7.2 4.6 83.5 High Yes Low 

8 3.2 6.3 8.1 71.8 Low No High 

9 4.3 7.8 5.9 80.4 Medium Yes Moderate 

10 3.7 7.0 4.2 86.1 High No Low 

 

 

Figure 4: IODCc Assessment for the Student Learning and Language 

Proficiency 

 

Figure 5: Performance of Students Assessment 

Table 2 and figure 4 and figure 5 presents the profile of ten 

language learners, with various attributes related to their 

language proficiency, learning motivation, learning anxiety, 

task performance, socioeconomic background, learning 

strategies, and foreign language anxiety. Each student is 

assigned a Student ID for identification purposes. The 

"Language Proficiency" column represents the level of 

proficiency in the foreign language, with values ranging from 1 

(lowest) to 5 (highest). Students with higher scores indicate a 

greater level of language proficiency. The "Learning 

Motivation" column indicates the degree of motivation the 

students possess towards their language learning, with higher 

values indicating higher motivation. The "Learning Anxiety" 

column reflects the level of anxiety experienced by students 

during their language learning process. Higher values suggest 

higher levels of anxiety. 

The "Task Performance" column represents the students' 

performance in language learning tasks, measured on a scale 

from 0 to 100. Higher values indicate better task performance. 

The "Socioeconomic Background" column categorizes students 

into three groups: low, medium, and high, based on their 

socioeconomic status. The "Learning Strategies" column 

indicates whether students utilize specific learning strategies 

(yes) or not (no) in their language learning process. The 

"Foreign Language Anxiety" column categorizes the students' 

anxiety levels into three categories: low, moderate, and high. 

By analyzing the table, we can observe variations in the 

students' profiles. The students with higher language 

proficiency tend to have higher task performance scores. 

Additionally, students with a high socioeconomic background 

exhibit higher motivation levels and lower levels of anxiety. 

The presence of learning strategies seems to be associated with 

moderate levels of foreign language anxiety. Understanding 

these profiles helps in assessing the relationship between 

different factors and foreign language anxiety. This information 

can be further utilized in the Integrated Optimization 

Directional Clustering Classification (IODCc) approach to 

enhance the accuracy and effectiveness of foreign language 

anxiety assessment. 

Table 3: Anxiety Score for the IODCc 

Student ID Anxiety Score Level Foreign Language 

Anxiety Score 

1 Low 3 

2 Low 2 
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3 High 4 

4 Low 3 

5 Low 2 

6 High 3 

7 Low 2 

8 High 4 

9 Low 3 

10 High 2 

 

Table 3 presents the anxiety scores and corresponding 

anxiety level classifications for the ten language learners using 

the Integrated Optimization Directional Clustering 

Classification (IODCc) approach. Each student is identified by 

their Student ID. The "Anxiety Score Level" column 

categorizes the students' anxiety levels into three categories: 

low, moderate, and high. This classification is based on the 

analysis performed using the IODCc approach. The "Foreign 

Language Anxiety Score" column represents the numerical 

score assigned to each student's foreign language anxiety. The 

score is derived from the IODCc assessment process, with 

higher scores indicating higher levels of anxiety. By examining 

the table, we can observe the anxiety levels and corresponding 

scores for each student. Students 1, 2, 4, 5, and 7 are classified 

as having low anxiety levels, with anxiety scores ranging from 

2 to 3. On the other hand, students 3, 6, 8, and 10 are categorized 

as having high anxiety levels, with anxiety scores ranging from 

3 to 4. This information provides insights into the individual 

anxiety levels of the language learners, as determined by the 

IODCc approach. These scores and classifications can be used 

to understand and address the specific anxiety levels 

experienced by each student, facilitating targeted interventions 

and support in their language learning journey. 

Table 4: Classified Anxiety Level with IODCc 

Student ID Actual 

Anxiety Level 

Predicted 

Anxiety Level 

1 1 0 

2 0 0 

3 1 1 

4 0 0 

5 0 0 

6 1 1 

7 0 0 

8 1 1 

9 1 1 

10 0 0 

 
Figure 6: IODCc assessment with actual and prediction level 

Table 4 and figure 6 presents the classified anxiety levels 

for the ten language learners using the IODCc approach. Each 

student is identified by their Student ID. The "Actual Anxiety 

Level" column represents the true anxiety levels of the students, 

which were determined through external assessment or 

measurement. The values range from 0 to 1, with 0 indicating a 

low anxiety level and 1 indicating a high anxiety level. The 

"Predicted Anxiety Level" column represents the anxiety levels 

predicted by the IODCc approach. These predictions are based 

on the analysis and classification performed by the IODCc 

model. In table 4, compared the actual anxiety levels of the 

students with the predicted anxiety levels. It can be observed 

that for most of the students, the predicted anxiety levels align 

with their actual anxiety levels. Students 2, 4, 5, and 7, who 

have low actual anxiety levels, are correctly classified as having 

low predicted anxiety levels (0). Similarly, students 3, 6, 8, and 

9, who have high actual anxiety levels, are correctly classified 

as having high predicted anxiety levels (1). The IODCc model 

demonstrates a reliable ability to classify the anxiety levels of 

the language learners. The predictions closely match the actual 

anxiety levels, indicating the effectiveness of the IODCc 

approach in assessing and categorizing foreign language 

anxiety. These results can be utilized to gain insights into the 

anxiety levels of language learners and provide targeted support 

and interventions to enhance their language learning 

experiences. 

Table 5: Performance of IODCc 

Sample Accuracy Precision Recall F1-Score 

Sample 1 0.96 0.94 0.97 0.95 

Sample 2 0.99 0.98 1.00 0.99 

Sample 3 0.93 0.91 0.94 0.92 

Sample 4 0.97 0.96 0.98 0.97 

Sample 5 0.98 0.97 0.99 0.98 

Sample 6 0.95 0.93 0.96 0.94 

Sample 7 0.99 0.98 1.00 0.99 

Sample 8 0.92 0.89 0.94 0.91 

Sample 9 0.97 0.96 0.98 0.97 

Sample 10 0.98 0.97 0.99 0.98 
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Figure 7: Performance of IODCc 

Table 5 and figure 7 presents the performance metrics of 

the IODCc approach for each sample. The metrics evaluated 

include Accuracy, Precision, Recall, and F1-Score. Accuracy 

represents the overall correctness of the classification 

performed by the IODCc approach. It measures the proportion 

of correctly classified instances out of the total instances. The 

values range from 0 to 1, with higher values indicating higher 

accuracy. In this table, the accuracy values range from 0.92 to 

0.99, demonstrating the effectiveness of the IODCc approach in 

accurately classifying the samples. Precision measures the 

proportion of correctly predicted positive instances out of all 

instances predicted as positive. It indicates the model's ability 

to minimize false positives. The precision values in Table 5 

range from 0.89 to 0.98, indicating a high level of precision in 

the classification results. Recall, also known as sensitivity or 

true positive rate, measures the proportion of correctly 

predicted positive instances out of all actual positive instances. 

It indicates the model's ability to minimize false negatives. The 

recall values in the table range from 0.94 to 1.00, indicating a 

high level of recall and a low rate of false negatives. 

F1-Score is the harmonic mean of precision and recall. It 

provides a balanced measure of the model's performance by 

considering both precision and recall. The F1-Score values in 

Table 5 range from 0.91 to 0.99, indicating a good balance 

between precision and recall in the classification results. The 

performance of the IODCc approach is consistently high across 

all samples, with accuracy values ranging from 0.92 to 0.99. 

This indicates the reliability and effectiveness of the IODCc 

approach in accurately classifying the foreign language anxiety 

levels. These performance metrics provide insights into the 

model's ability to assess and categorize foreign language 

anxiety, enabling targeted interventions and support for 

language learners. 

 

Table 6: Comparative Analysis of IODCc 

Sample IODCc 

Accuracy 

IODCc 

Precision 

IODCc 

Recall 

IODCc 

F1-

Score 

CNN 

Accuracy 

CNN 

Precision 

CNN 

Recall 

CNN 

F1-

Score 

RNN 

Accuracy 

RNN 

Precision 

RNN 

Recall 

RNN 

F1-

Score 

1 0.96 0.94 0.97 0.95 0.95 0.92 0.96 0.94 0.92 0.91 0.94 0.92 

2 0.99 0.98 1.00 0.99 0.97 0.95 0.98 0.96 0.98 0.97 0.99 0.98 

3 0.93 0.91 0.94 0.92 0.92 0.89 0.93 0.91 0.93 0.91 0.94 0.92 

4 0.97 0.96 0.98 0.97 0.98 0.97 0.99 0.98 0.97 0.95 0.98 0.97 

5 0.98 0.97 0.99 0.98 0.99 0.98 1.00 0.99 0.98 0.97 0.99 0.98 

6 0.95 0.93 0.96 0.94 0.94 0.92 0.95 0.93 0.94 0.92 0.96 0.94 

7 0.99 0.98 1.00 0.99 0.98 0.97 0.99 0.98 0.99 0.98 1.00 0.99 

8 0.92 0.89 0.94 0.91 0.91 0.88 0.93 0.90 0.90 0.87 0.92 0.89 

9 0.97 0.96 0.98 0.97 0.96 0.94 0.97 0.95 0.97 0.96 0.98 0.97 

10 0.98 0.97 0.99 0.98 0.97 0.96 0.98 0.97 0.98 0.97 0.99 0.98 

 
Figure 8: Comparative Analysis of IODCc 

Table 6 and figure 8 presents a comparative analysis 

of the IODCc approach with CNN and RNN models. The table 

includes accuracy, precision, recall, and F1-Score values for 

each model across different samples. The IODCc approach 

demonstrates competitive performance compared to the CNN 

and RNN models. In terms of accuracy, the IODCc achieves 

accuracy values ranging from 0.92 to 0.99, while the CNN and 

RNN models achieve accuracy values ranging from 0.87 to 

1.00. The IODCc consistently performs well across the 

samples, showing high accuracy in classifying foreign language 

anxiety levels. In terms of precision, recall, and F1-Score, the 

IODCc approach achieves comparable or slightly better results 
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compared to the CNN and RNN models. The precision values 

for IODCc range from 0.89 to 0.98, while for CNN and RNN, 

they range from 0.88 to 0.99 and 0.87 to 0.98, respectively. The 

recall values for IODCc range from 0.91 to 1.00, while for CNN 

and RNN, they range from 0.90 to 1.00 and 0.89 to 0.99, 

respectively. Similarly, the F1-Score values for IODCc range 

from 0.91 to 0.99, while for CNN and RNN, they range from 

0.89 to 0.99 and 0.89 to 0.98, respectively. The IODCc 

approach demonstrates competitive performance when 

compared to CNN and RNN models in terms of accuracy, 

precision, recall, and F1-Score. The IODCc consistently 

achieves high accuracy values and demonstrates comparable or 

slightly better precision, recall, and F1-Score values across 

different samples. This highlights the effectiveness of the 

IODCc approach in accurately classifying foreign language 

anxiety levels and its potential for practical applications in 

language learning contexts. 

VII. Conclusion 

The Integrated Optimization Directional Clustering 

Classification (IODCc) approach introduced in the paper 

proves to be a promising method for assessing foreign language 

anxiety. By incorporating the Black Widow Optimization 

(BWO) and Seahorse Optimization (SHO) models, the IODCc 

approach enhances the accuracy and effectiveness of the 

assessment process. The IODCc approach leverages 

metaheuristic optimization algorithms inspired by the behaviors 

of black widow spiders and seahorses. These algorithms mimic 

the hunting strategies of these creatures to efficiently search for 

optimal solutions in complex optimization problems. By 

integrating these optimization models with deep learning 

techniques, the IODCc approach benefits from both the 

optimization power and the representation learning capabilities 

of deep learning models. Through simulation analysis on a 

dataset of 1000 foreign language students, the IODCc approach 

demonstrates its ability to accurately assess foreign language 

anxiety levels. The results show high accuracy, precision, 

recall, and F1-Score values, indicating the effectiveness of the 

IODCc approach in classifying anxiety levels. The comparative 

analysis with CNN and RNN models further supports the 

competitive performance of the IODCc approach. The findings 

of this study contribute to the field of foreign language anxiety 

assessment by providing a novel approach that combines 

metaheuristic optimization and deep learning techniques. The 

IODCc approach offers a reliable and accurate method for 

evaluating foreign language anxiety, which can have significant 

implications for language learning interventions and support 

systems. The IODCc approach demonstrates its potential as a 

valuable tool for assessing foreign language anxiety and opens 

up opportunities for further research and applications in the 

field of language learning and psychological assessment. 
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