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 Abstract— In this paper, we develop a support vector machine (SVM) based attack mitigation technique from the IoT network. The SVM 

aims to classify the features related to the attacks based on pre-processed and feature extracted information. The simulation is conducted in terms 

of accuracy, precision, recall and f-measure over KDD datasets. The results show that the proposed SVM classifier obtains high grade of 

classification accuracy in both training and testing datasets. 

Keywords- support vector machine, attack mitigation, IoT, KDD datasets. 

 

I.  INTRODUCTION  

Recent developments in the internet of things point to a 

fundamental shift in the communication infrastructure that 

now exists around the world [1]. A greater interoperability 

of smart communication technologies has a substantial 

impact on many aspects of urban life in smart cities [2].  

Internet of Thing (IoT) are starting to become apparent 

as more intelligent computing devices like wristbands, 

smartphones, sensors, and actuators are incorporated into 

IoT infrastructure [3]. These applications make use of the 

significant computational resources and data processing 

capabilities that are managed by human users and take 

advantage of such capabilities. 

It is now possible for many internet-oriented applications 

of IoT to be employed in smart city environments thanks to 

the smooth integration of the 5G network, which in turn 

maximizes the production of IoT devices. Recent security 

investigations, on the other hand, have suggested that 

hackers are effectively hacking devices that are only 

moderately protected by the internet of things [4]. 

Because it is populated by thousands of relatively 

unprotected devices, the IoT network is an appealing target 

for denial-of-service (DoS), distributed denial-of-service 

(DDoS), brute-force, and transmission control protocol 

(TCP), flooding attacks. Millions of IoT devices might have 

their safety compromised if they were subjected to a DDoS 

attack [5], which is becoming increasingly common as a 

result of the expansion of botnets. 

A high level of technical competence on the part of an 

attacker is now necessary to breach the security of a network 

since attackers have progressed to the point where they 

possess such expertise. They can modify the information 

that is contained within the packet header and carry out 

valid, comprehensive service requests on certain 

workstations or servers [6] for distributed networks that 

have been constructed in line with the best practices that 

have been established. To enhance their respective detection 
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and prevention capabilities, intrusion detection systems 

(IDS) have lately begun implementing classifier strategies 

that are derived from machine learning [7]. 

The system makes use of approaches based on machine 

learning to differentiate between anonymous network traffic 

and conventional network traffic [8]. This contributes to the 

system intelligence being raised to a higher level. Using 

adaptive machine learning frameworks, one can categories 

the many different types of cybercrime. Despite these 

efforts, a centralized reconfiguration mechanism is 

necessary for these frameworks to successfully design a 

mitigation system for the online network traffic generated 

by the IoT [9]. 

Machine learning (ML) is a technique that does not 

require computing systems to be explicitly programmed for 

them to learn from data and apply algorithms to carry out 

tasks. Computing systems are now able to learn from data 

and apply algorithms to complete tasks. The artificial 

intelligence (AI) contains the subfield of machine learning 

(ML), of which deep learning is a subset (DL) [10]. The 

fundamental building blocks of DL are complex algorithms 

that are modelled after the processes that occur in the human 

brain.  

The processing of text as well as several other kinds of 

unstructured data is now feasible. ML is the process of 

teaching a computer to think and act independently, without 

the participation of a human instructor. DL often requires a 

less consistent level of participation from humans. It 

performs significantly better than more conventional 

machine learning algorithms when it comes to analyzing 

visual content and other forms of unstructured data [11]. 

In this research, we offer an attack mitigation strategy 

based on a support vector machine (SVM) for the Internet of 

Things network. The purpose of the SVM is to categories 

the characteristics that are associated with the attacks using 

information that has been preprocessed and feature 

extracted. 

II. RELATED WORKS 

Kumar et al. [12] proposed a strategy for boosting the 

capacities of IoT devices to detect intrusions that combines 

the benefits of machine learning models and Blockchain 

technology. This approach is a way for enhancing the 

security of IoT devices. They carried it out in stages, first 

clustering the information, then moving on to classifying it, 

and finally utilizing Blockchain technology as the 

concluding step. By utilizing techniques for clustering and 

classification, machine learning was able to automatically 

extract information relevant to malware, and this 

information has been posted on the Blockchain. 

Lei et al. [13] referred to their concept for a security 

system as Eve Droid, in contrast to others, makes direct use 

of event groups to describe app activities, which may 

capture a higher degree of semantics for the detection 

process. This is because their method describes app 

activities. This is since their strategy characterizes activities 

within the app in terms of event groups. 

Su et al. [14] developed an idea for a simple method that 

has the potential to identify DDoS malware in IoT contexts. 

They started by retrieving the contaminated images, and 

then they fed the shots into a lightweight convolutional 

neural network to classify the images. 

Jagielski et al. [15] was demonstrated to be quite resilient 

to the many various kinds that are investigated during their 

research. They put a limit on the potentially destructive 

capacity of poisoning attacks and gave formal guarantees 

concerning the convergence of the method.  

Chen et al. [16] developed a method of defense against 

poisoning attacks that is not specific to any one type of 

attack. To protect users from the effects of poison, De-Pois 

was created. The training of a mimic was the central concept 

that boosted their overall strategy. They have accomplished 

this by trying to replicate the movements of the model [17]. 

Liu et al. [18] that the way of defense against backdoor 

attacks is the use of a firewall. There are a total of three 

backdoor attacks devised, and they are used to test the 

efficacy of two promising defensive measures, namely 

pruning and fine-tuning.  

Chen et al. [19] achieved the finest results in the field of 

ML about cyber security. Additional study paths have been 

provided to facilitate the participation of other academics in 

the quest to find solutions to the problems that have been 

brought to light. The amount of time and effort that you 

engage in learning is directly proportional to the level of 

profit that you gain from that investment in the long run. In 

addition, if we wish to implement a higher level of safety, 

we will have to make a greater financial investment in the 

system underlying resources. 

III. PROPOSED METHOD 

In this section of the essay, we will investigate how the 

suggested method achieves security-based intrusion 

detection by utilizing a unique attack prediction and 

mitigation mechanism that is based on machine learning. A 

flowchart illustration of the approach is provided in Figure 

1. 
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Figure 1. Proposed Framework 

A. Pre-processing 

Using the pre-processing, the input KDD-CUP IDS dataset 

is first subjected to the suggested method, which then 

continues with the normalization stage. The process will 

start here with this initial stage. The raw data are handled in 

a stage called pre-processing to make the management of the 

raw data simpler and the utilization of the raw data in the 

subsequent processing steps to be more effective.  

B. Feature extraction 

Multilinear component analysis (MCA), a popular method 

for feature extraction, can be improved with the help of 

several different search method. The MCA places a high 

weight not only on the fact that certain qualities overlap 

with one another but also on the fact that every single one 

has its own distinct potential for extrapolation.  

C. SVM Classifier 

SVM is an approach for a supervised classifier that is hyper 

plane-based, discriminative, and parametric. SVM are only 

able to tackle binary classification problems; their hyper 

plane-based classification skills do not extend to multi-class 

classification tasks.  

To find a hyper plane that has the greatest margin feasible, it 

is strongly suggested that an algorithm be utilized in 

conjunction with the smallest number of points as is 

possible. It is important to minimize the amount of time 

spent travelling whenever it is at all possible w∗ 

w∗=argwmax[minndH(ϕ(xn))]                (1) 

where 

dH(ϕ(xn) - distance of a hyper plane. 

wT(ϕ(x))+b>0                                    (2)

       

We obtain a negative number when we plug the predictions. 

wT(ϕ(x))+b<0         (3) 

These hyper plane-based classifiers can perform traditional 

classification thanks to the application of maximized margin 

iterative perceptron learning, Fisher linear discriminant 

analysis, and least-squares optimization. These three 

techniques are used in combination. When it comes to 

protecting internet of things networks from DDoS attacks, 

we utilize SVM classifiers that are constructed on hyper 

planes. The SVM classifier training method often makes use 

of several kernel functions of polynomial functions, which 

are sometimes referred to as radial basis functions. These 

functions are used to train the model. 

In the traditional implementation of SVM, the training 

data points are frequently represented in a space, mapped 

onto categories, and then partitioned along hyper planes. 

This is done to facilitate the classification process. The 

decision threshold is raised until it reaches its maximum 

value, and after that, fresh data points are added to the 

clusters that are the most appropriate for them according to 

the characteristics of those clusters. SVM algorithm has a 

high degree of accuracy in differentiating between normal 

traffic flows and DDoS traffic flows in terms of the amount 

of traffic they generate. 

IV. RESULTS AND DISCUSSIONS 

Both testing and measuring could be done with the help of 

this dataset. In addition to examples from the standard class, 

the KDD-99 dataset also includes examples from the DoS 

class, the R2L class, the Probe class, and the U2R class. An 

important component to consider during a DoS attack is the 

total number of samples that are utilized, in addition to the 

sample size, the U2R, and any other relevant factors.  

A possible attack can be any activity that is made to 

build a connection to a network. This includes additional 

features and functionalities, such as connection learning 

(TCP/IP), friendly features, and traffic. The KDD CUP is 

one of the most extensive and up-to-date databases for the 

detection of intrusions that is currently available. It is not a 

flow because it does not adhere to the structure of a typical 

data packet, and it is not a flow because it does not adhere to 

the structure of a flow.  

Both requirements must be met for something to be 

considered a flow. Even if the basic characteristics of TCP 

connections and aggregate information like the total number 

of failed login attempts are included in the dataset, IP 

addresses are not included in it. This is even though the 

dataset contains everything else related to TCP connections. 

The findings of the RF, MLP, and CNN algorithms are 

modelled using goal functions so that they could arrive at 

their respective conclusions. On the same dataset, three 

distinct machine learning algorithms are tested, and after 

being put through their paces, their overall performance was 
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compared. This performance can be assessed using a variety 

of criteria, such as accuracy, the true positive rate, and the 

false negative rate, amongst others. 

After putting together a confusion matrix, one can then 

arrive at a performance matrix using this method. One 

method that might be used to evaluate how well a test 

classification algorithm worked in relation to the actual 

classification was to look at the algorithm confusion matrix. 

 

 
Figure 2. Accuracy 

 
Figure 3. Precision 
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Figure 4. Recall 

 
Figure 5. F-Measure 
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Figure 6. MAPE 

From the results of simulation, it is found that the 

proposed SVM classifier achieves higher rate of accuracy in 

detecting the attack while an intruder is trying to get into the 

network. The other classifier shows a near optimal 

performance as in Figure 2 - 6. 

V. CONCLUSIONS 

In this research, we offer an attack mitigation strategy 

based on a SVM for the Internet of Things network. The 

purpose of the SVM is to categories the characteristics that 

are associated with the attacks using information that has 

been pre-processed and feature extracted. Over KDD 

datasets, the python simulation achieves high levels of 

accuracy, precision, recall, and f-measure. According to the 

findings, the SVM classifier can achieve a high level of 

classification accuracy in both the training and testing 

datasets. 
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