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Abstract. The need for products that are more streamlined, more useful, and have longer battery lives is rising in today's culture. More 

components are being integrated onto smaller, more complex chips in order to do this. The outcome is higher total power consumption as a result 

of increased power dissipation brought on by dynamic and static currents in integrated circuits (ICs). For effective power planning and the 

precise application of power pads and strips by floor plan engineers, estimating power dissipation at an early stage is essential. With more 

information about the design attributes, power estimation accuracy increases. For a variety of applications, including function approximation, 

regularization, noisy interpolation, classification, and density estimation, they offer a coherent framework. RBFNN training is also quicker than 

training multi-layer perceptron networks. RBFNN learning typically comprises of a linear supervised phase for computing weights, followed by 

an unsupervised phase for determining the centers and widths of the Gaussian basis functions. This study investigates several learning 

techniques for estimating the synaptic weights, widths, and centers of RBFNNs. In this study, RBF networks—a traditional family of supervised 

learning algorithms—are examined.  Using centers found using k-means clustering and the square norm of the network coefficients, 

respectively, two popular regularization techniques are examined. It is demonstrated that each of these RBF techniques are capable of being 

rewritten as data-dependent kernels. Due to their adaptability and quicker training time when compared to multi-layer perceptron networks, 

RBFNNs present a compelling option to conventional neural network models. Along with experimental data, the research offers a theoretical 

analysis of these techniques, indicating competitive performance and a few advantages over traditional kernel techniques in terms of adaptability 

(ability to take into account unlabeled data) and computing complexity. The research also discusses current achievements in using soft k-means 

features for image identification and other tasks. 
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I. Introduction 

Artificial neural networks are created to mimic the organic 

neural systems' processing capacities. They are made up of 

numerous interconnected, basic processing units called 

neurons that are capable of concurrent operation. By 

modifying the strength of the connections between neurons in 

response to input data, these networks can learn to solve 

challenging tasks. They can process information that is noisy, 

inconsistent, hazy, or uncertain and can learn to adapt to new 

surroundings. Artificial neural networks have undergone a 

great deal of research and development as a result of these 

properties [1]. Power planning is essential for ensuring even 

power distribution throughout the design in the area of 

integrated circuit (IC) design. Design engineers can distribute 

power manually or automatically using backend electronic 

design automation (EDA) techniques. To carry power supply 

(VDD and GND) at various levels within the IC, rings and 

stripes are created [2]. To decrease time to market and design 

complexity, it has become crucial to estimate power early in 

the specification phase. It assists floor plan engineers in 

carrying out accurate power planning and helps in accurately 

calculating the amount of power strips and pads. 

A unique method that necessitates prior knowledge of 

circuit power dissipation is the use of machine learning (ML) 

to anticipate power consumption [3]. Power estimation can be 

trained on a variety of ML models, including support vector 

machines (SVM), k-nearest neighbors (KNN), random forests 

(RF), etc. Even these modern technologies produce reliable 

data, they could take a long time to process. The goal is to 

help floor plan engineers by providing ML-based power 

estimation for VLSI circuits to improve power planning [4]. 

Parallel processing architectures and the capacity to learn from 

input data are features of artificial neural networks. They can 

carry out particular jobs by modifying the connection weights 

through training with data. Iterative neural network training 

uses a variety of learning algorithms, such as supervised and 

unsupervised learning [5]. 
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Given that they are made up of connected, straightforward 

processing pieces, neural networks have demonstrated success 

in solving a variety of issues [6]. To understand the nonlinear 

mapping between input sensor data and output classes is what 

they are there for. Radial basis function neural networks are a 

prominent and well-known variety of neural network noted for 

their outstanding performance. Powell first proposed RBFNNs 

as a solution to the interpolation issue, where the number of 

centers needed to precisely match the data points. RBFNNs 

became more useful for applications requiring a large number 

of samples after Lowe loosened this constraint and allowed for 

fewer centers than data samples [7]. The existence of a quick, 

linear learning process that can express intricate nonlinear 

mappings is a noteworthy characteristic of RBFNNs. The 

generalization capabilities of RBFNNs have also received 

significant attention in the literature. RBFNNs are currently 

being researched in both the numerical analysis and machine 

learning fields. The idea of biological receptive fields gave 

rise to the idea of RBFNNs, and it has been demonstrated that 

RBFNNs may approximate any nonlinear mapping between 

stimuli and responses. 

With the aid of artificial intelligence (AI), computers are 

now capable of learning and resolving complex issues. The 

goal of machine learning, a branch of artificial intelligence, is 

to simulate the workings of the human brain in computers. 

Machine learning algorithms are used in clinical trials to 

simulate the expertise of medical professionals in disease 

detection and analysis [8-10]. The classification technique is 

not considerably impacted by flaws in medical databases. 

Classification is one of the most widely used machine learning 

methods in medical diagnostics, and Artificial Neural 

Networks (ANNs) are frequently used [11].  

An technique that is often employed combines the Back 

Propagation (BP) algorithm with the Multilayer Perceptron 

(MLP) ANN. However, the steepest descent method in the BP 

algorithm and the nonlinearity of the MLP do not always 

converge to a globally optimum set of parameters. To choose 

the best parameter set from a set of locally optimal 

parameters, it is frequently necessary to do several iterations 

and use trial and error. The RBF network, which uses linear 

parameters and has applications in areas like electrical and 

electronic engineering, is an alternative to MLP [12]. 

Theoretically, it has been demonstrated that RBF networks 

can learn without running into local minima, ensuring 

convergence to optimal parameters.  

The literature has presented a variety of regularization 

techniques with varying theoretical attributes, computational 

complexity, and actual performance. Kernel machines, such as 

kernel Support Vector Machines (K-SVM) or kernel 

regularized least squares (K-RLS) algorithms, are a popular 

method for regularizing RBF networks [13]. These methods 

use the norm in a Reproducing Kernel Hilbert Space (RKHS) 

to restrict the function space. When combined with a radial 

kernel, kernel methods—which are frequently thought of as a 

separate class of algorithms—become different forms of RBF 

networks. 

II. Methodology 

In this work, we revisit two approaches for training Radial 

Basis Function (RBF) networks that were initially developed 

before kernel machines became widely employed in machine 

learning. We concentrate on regularization using the squared 

norm of an RBF network's coefficients and center selection 

using k-means clustering. It's interesting that we may recast 

these algorithms as kernel techniques that explicitly depend on 

the data distribution [14]. We point out a number of benefits 

of these methods over traditional kernel methods, especially in 

terms of flexibility (such adding unlabeled data) and their 

capacity to handle huge datasets. 

 

 

 

 

 

 

 

 

Fig.1 Classification of samples for training and testing 

Fig. 1 shows the sampling of the data into training and 

testing data based on the ML preceptor support. A traditional 

family of methods for supervised learning is called radial basis 

function (RBF) networks. By utilizing a linear combination of 

radial kernels, such as the Gaussian kernel (typically viewed 

as a two-layer neural network), they aim to approximate the 

desired function. The centers and weights for these functions 

are typically the output of an RBF network learning method 

[15-18]. RBF networks have drawn a lot of interest from the 

machine learning field because of their excellent performance 

and advantageous theoretical characteristics. A key 

component of every RBF network method is capacity control. 

By penalizing coefficients and choosing a smaller set of 

centers than the input data, over fitting, in which every data 

point becomes a center, must be avoided. A well-known and 

often used type of neural network is the multilayer perceptron 

(MLP), sometimes known as multi-layered feed-forward 

neural networks [29,30]. It has many layers, input and output 

terminals, one or more hidden layers with connected nodes, 

and input and output terminals. It is advised to adopt a one-

step iterative prediction methodology in order to get around 

Training 

Initial 

Samples 

Training 

Refinement 

Samples 

ML Predictor 
Explorer/ 

Sampler 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10s 

DOI: https://doi.org/10.17762/ijritcc.v11i10s.7632 

Article Received: 04 June 2023 Revised: 26 July 2023 Accepted: 14 August 2023 

___________________________________________________________________________________________________________________ 

 
    314 
IJRITCC | September 2023, Available @ http://www.ijritcc.org 

the drawbacks of a typical one-step prediction method for 

chaotic time series.  

III. RBF neural network architecture: 

The theory of function approximation serves as the 

foundation for the idea behind radial basis function neural 

networks (RBFNNs). In RBFNNs, the Euclidean distance 

between each neuron's center and the input point is calculated, 

and the distance is then subjected to a radial basis function 

(RBF) to determine the weight or impact of each neuron. The 

RBF, sometimes referred to as a kernel function or Gaussian 

function, gets its name from the fact that it uses distance as its 

argument. RBFs function essentially as local receptors, with 

the output based on the input's proximity to a stored vector. 

An RBFNN's input layer may contain a number of predictor 

variables, each of which is linked to a separate neuron. The 

input layer's function is to transmit input vectors to the hidden 

layer. A bias term and numerous RBF units with Gaussian 

kernels make up the hidden layer [19-22]. The center and 

width of the Gaussian function define it. The RBFNN 

classifier compares the Euclidean distance of the input vector 

from the Gaussian function's center and then applies a 

nonlinear change in the hidden layer. When expressed as a 

matrix, the multi-quadric function, a sort of radial basis 

function, exhibits a noteworthy spectral property: it is almost 

negative definite. In two dimensions, Franke found that this 

kind of basis function offers extremely precise interpolation 

surfaces [21]. He also discovered that even with a limited 

number of centers, the inverse multi-quadric basis function 

can produce excellent approximations. For multi-quadric basis 

functions, an ideal value for sigma, however, is not yet 

understood. 

When opposed to the Gaussian function, the thin plate 

spline basis function demonstrates a more global nature, 

which means that even a slight change in one control point 

might have an impact on all of the other points' coefficients. 

Similar to this, certain applications take into account 

polynomial basis functions like cubic and linear [22-26]. 

According to research on neural networks, the Gaussian RBF 

is frequently utilized in a variety of fields, including 

engineering, control systems, medical and biological science, 

and more [27]. RBF networks have the advantage of allowing 

one to select appropriate hidden unit or basis function 

parameters without having to perform a full network nonlinear 

optimization. Unsupervised techniques published in the 

literature can be used to determine the coordinates of each 

hidden layer's center in the RBF function. 

IV. RBFNN training algorithms: 

Radial basis functions are a particular kind of artificial 

neural network that are used as activation functions; these 

networks are known as RBFNNs.  

RBFNNs are trained by changing the network's parameters 

to reduce the difference between the desired and anticipated 

results. RBFNNs can be trained using a variety of algorithms, 

including the following methods: 

Gradient Descent: RBFNNs and other neural networks are 

frequently trained using the gradient descent optimization 

algorithm. It works by repeatedly computing the gradients of 

the loss function relative to the weights and updating the 

weights in the direction opposite to the gradient. RBFNNs can 

be trained using a variety of gradient descent techniques, 

including stochastic gradient descent (SGD) and batch 

gradient descent. 

Evolutionary methods: RBFNNs can also be trained using 

evolutionary methods, such as genetic algorithms or particle 

swarm optimization. A population of potential solutions is 

used in these algorithms, and they change over time. Based on 

their performance on the training data, the population's 

members are assessed for their fitness. 

Fig.2 shows the flow of data and classification from 

starting to end. The data is processed by using Radial Basis 

Function Neural network and the error is calculated for 

evaluation. Based on the error value obtained, the model will 

be adjusted to improve the efficiency of the model. Clustering-

based These techniques include a two-step approach. The first 

step is clustering the input data using techniques like k-means 

or Gaussian mixture models [28]. The radial basis functions in 

the RBFNN are then used as centers at the cluster centers. 

Following that, algorithms like least squares or gradient 

descent are used to determine the weights connecting the 

hidden layer to the output layer. Orthogonal Least Squares 

(OLS): OLS is a powerful algorithm created specifically for 

RBFNN training. It starts by choosing a small subset of 

candidate functions from a wider pool of RBFs. The RBFNN 

is built using these selected RBFs, and the weights are 

modified using the least squares technique. Up until the target 

level of accuracy is reached, the algorithm iteratively adds 

new RBFs and updates the weights. 

RBFNNs are trained using the online learning technique 

recursive least squares (RLS). As new training samples are 

supplied, it sequentially updates the weights of the network. 

Each sample's output is calculated by RLS, which then 

compares it to the desired output and makes weight 

adjustments based on the difference between the two. When 

data centers in an unstructured format, this technique is 

appropriate. manner. In order to reach the necessary 

approximation or classification accuracy, different parameters 

must be determined during the training process of RBFNNs. 

The number of neurons in the hidden layer (which should 

ideally be significantly lower than the amount of data points), 

the hidden node center coordinates, the width (spread) of each 

RBF, and the weights given to the RBF outputs in the output 
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layer are some of these factors. These parameters are 

determined by the training algorithm. 

A well-known and often used type of neural network is the 

multilayer perceptron (MLP), sometimes known as multi-

layered feed-forward neural networks [29,30]. It has many 

layers, input and output terminals, one or more hidden layers 

with connected nodes, and input and output terminals. 

It is advised to adopt a one-step iterative prediction 

methodology in order to get around the drawbacks of a typical 

one-step prediction method for chaotic time series.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Flow of the proposed work 

Radial Basis Function (RBF)-based one-step iterative 

prediction can be explained as follows: The first step is to 

normalize the initially erratic time series. Apply the G-P 

algorithm theory to the RBF network to determine the number 

of input nodes for each subnet. Based on the one-step 

prediction value of each subnet, calculate the weighted factor 

().Calculate the RBF network's one-step prediction value. Use 

the Step 4 anticipated result as the next input data for a one-

step prediction that follows. Repeat Steps 3 and 4 to gradually 

obtain the future trend of the actual case (such as Lorenz's 

attractor or hydraulic pump). The number of iterations in this 

loop depends on the length of the desired data to be predicted. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Learning based feature extraction 

Fig.3 shows a design flow for analogue circuit design that 

combines top-down and bottom-up methods. Designers 

choose an appropriate topology that complies with the system 

requirements at the circuit level first in the top-down flow. 

The sizes of certain devices are then optimized at the device 

level. The pre-layout design phase is made up of the topology 

design and device sizing steps. The circuit layout is made once 

the schematic has been carefully designed. The circuit is then 

modeled using the parasitic effects, a process known as post-

layout simulations, after parasitic elements have been removed 

from the layout. Designers must change the parameters and 

restart the process if the post-layout simulations do not meet 

the requirements.  

Until the desired layout is obtained, this iterative process may 

continue. Despite notable improvements in analogue design 

automation, physical labor continues to be an essential part of 

the design process. To solve analogue design issues, including 

topology selection, device scaling, and physical layout 

creation, researchers are investigating the incorporation of 

machine learning approaches. The RBFNN training algorithm 

selected will rely on the unique requirements, dataset size, and 

computational resources available. Every algorithm has 

advantages and disadvantages, therefore choosing the best 

strategy for a particular application frequently requires testing. 
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V. Selection of RBF Centers by Clustering: 

In data analysis, clustering is a useful tool for 

understanding how a dataset is distributed, especially for 

locating the centers of Radial Basis Functions (RBFs). The 

prototypes of these clusters can be used as the centers of the 

RBFs by clustering the training data. Depending on the 

clustering algorithm selected, the number of clusters can be 

predetermined or calculated automatically. The efficiency of 

learning in RBF networks is substantially influenced by the 

clustering algorithm's performance. 

To cluster RBF centers, unsupervised clustering techniques 

like C-means are frequently used. However, because they also 

take into account the distribution of the output patterns, RBF 

centers identified through supervised clustering typically 

prove to be more effective for RBF network learning. The 

LVQ1 technique is frequently used to cluster the RBF centers 

for classification tasks in RBF network training. Numerous 

research publications examine the use of clustering for 

choosing RBF centers, and both supervised and unsupervised 

clustering algorithms can be used to group RBF centers. 

The covariance matrices of the RBFs are then set to 

coincide with the covariances of the input patterns inside each 

cluster after the RBF centers have been established. By 

applying the Mahala Nobis distance, which is determined by 

the weighted norm, this transforms the Gaussian RBF network 

into a generalized RBF network. 

A crucial and popular method is K-nearest neighbor 

(KNN), particularly for tasks like categorization and missing 

data imputation. KNN is used in this situation to impute 

missing characteristics by replacing them with the most 

reasonable alternatives. Although there are other versions that 

can be utilized for imputation, KNN was selected for this 

investigation because to its usefulness. Euclidean, Makowski, 

or Manhattan distances are only a few examples of proximity 

computations used by the straightforward and supervised 

machine learning algorithm KNN. The following steps make 

up KNN's workflow: 

Along with their accompanying class labels, the distance 

between each labelled instance and the test instance is 

calculated. The  k closest examples are chosen as the uncertain 

test instance's "neighbors" based on how similar their class 

labels are. To identify the class for the unlabeled instance, a 

survey is given to the chosen neighbors. 

VI. Results and Discussions 

A larger number of neurons are needed for an RBF 

network's training process, which generally produces better 

results with a bigger number of training vectors. The RBF 

network doesn't respond to the full input space 

simultaneously, in contrast to other networks. Instead, it 

determines the input layer's center first and then activates the 

inputs that are near it. Consequently, the RBF network reacts 

to local inputs quickly. The radial basis layer and the linear 

output layer are the two layers that make up the network. 

Competitive learning, or clustering, is carried out during the 

training process. To enhance network performance, network 

parameters like the spread number and goal number are 

modified [31]. The vector product is created by multiplying 

the estimated distance between the input and weight vectors 

by the bias values. Multiple neurons are produced in the input 

layer as a result of this process, and the output layer then 

generates the output values. 

The UCI Repository's Hepatitis database is selected for 

classification purposes. The dataset consists of 155 cases with 

17 variables, 123 of which are labelled "live," and 32 of which 

are labelled "die” [32]. The gradient descent-based MLP 

approach using the Back propagation learning algorithm 

successfully categorises the data with an accuracy of 80%. 

However, the classification accuracy increases to 85.80% 

when the RBF network is used. 

Method Accuracy Rate 

RBF Network 86.7% 

MLP Network 81.3% 

Table 1. Classification Accuracy 

Table 1 displays the efficiency of obtained while using the 

RBF neural network and it is compared with MLP models 

evaluation. The three research that use machine learning (ML) 

methods to improve traditional optimization algorithms are 

summarized in this section. STAGE [33], a technique created 

for the Design Space Exploration (DSE) of many-core 

systems, is introduced in one of the types of research. The 

authors note that the search process's beginning position has a 

significant impact on how well simulated annealing performs. 

In order to address this, they create an ML model that 

determines the important design space regions to concentrate 

on, hence minimizing the number of pointless excursions.  

Three meta-heuristic algorithms—simulated annealing 

(SA), genetic algorithms (GA), and ant colony optimization 

(ACO)—are offered to help determine hyper-parameter 

settings in a more recent study by Wang and Schäfer [34] 

using a number of machine learning (ML) techniques. The 

authors create an ML model for each algorithm that forecasts 

runtime and design quality (as determined by the hyper-

parameter settings and quantified by Average Distance to the 

Reference Set, or ADRS). Their models show an improvement 

in ADRS of over 1.92 times when compared to default hyper-

parameters with comparable runtimes. Further improving 
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search efficiency, the authors integrate SA, GA, and ACO to 

create a revolutionary design space explorer. 

 

Fig.4 Prediction obtain using RBF network integration 

Fig. 4 shows the obtained while using the RBF neural network 

and from the figure it is obtained that the accuracy of 

prediction is very high while using the RBFNN. The 

suggested method consists of two stages: a local search in the 

first stage that is directed by a goal-based cost function, and a 

meta search in the second stage that uses the search 

trajectories from prior local searches to forecast results given 

particular beginning conditions. Fast Simulated Annealing 

(FSA) [35], a technique introduced in another paper, uses a 

decision tree to improve the performance of simulated 

annealing. In this situation, a common technique for inductive 

inference is decision tree learning. To create a sufficient 

training set for building the decision tree, FSA first does 

conventional simulated annealing. The decision tree is then 

used to produce new design configurations while keeping the 

most popular ones. 

 

Fig.5 Prediction obtained at each level of Epochs 

Fig.5 depicts the prediction obtained at each level of 

epochs. At each epoch the model will learning from the data. 

The model is able to learn by itself and the prediction 

accuracy has been increased drastically. Gram-Schmidt 

orthogonalization has been used to create a non-iterative and 

effective weight learning technique that does not require 

inversion operations. Using this method, the radial basis 

functions (RBFs) are converted into a collection of 

orthonormal RBFs, and the best weights are then determined 

for each orthonormal RBF. Then, without changing the kernel 

functions, these weights are modified to fit back into the 

original RBF network topology. As a result, it is no longer 

necessary to compute the off-diagonal terms in the linear set 

of weight equations. Additionally, because the weights may be 

calculated recursively and the computation can be set up in 

parallel, this method only needs a little amount of storage 

space. The existing network weights need not be pre computed 

in order to accommodate new hidden nodes. This makes it 

possible to train the network effectively by gradually adding 

hidden nodes until an acceptable error threshold is reached. 

Additionally, each RBF's unique contribution to the total 

network output can be evaluated. 

 

Fig.6 Classification between Observation and Forecast 

Fig. 6 depicts the forecast made based on the available data 

points. 800 data points total from the dataset were split into 

training and testing datasets. The first 600 samples were used 

to train the RBF network, and the following 100 samples were 

used to identify the ideal weighted factor. The last 100 

samples were saved for comparing the RBF and PRBF 

networks' predictive abilities. The minimum embedding 

dimension or the number of input nodes was determined to be 

seven using the aforementioned method. The number of 

centers, which defines the computing needs for each data 

point, has a direct impact on the RBF network's efficiency. 

Performance might be improved by using both labelled and 

unlabeled data as the basis, however this becomes difficult for 

large-scale datasets. In order to retain optimal performance, a 

smaller number of centers must be chosen. K-means centers 

have historically been employed frequently for RBF networks 

and have proven to function satisfactorily in real-world 

applications. Recent studies have demonstrated the 

effectiveness of non-linear features learned by k-means for 

solving a variety of issues, including optical character 
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recognition and visual object detection. We will discuss the 

benefits of k-means for RBF network centers in this section, 

as well as how k-means quantization affects the asymptotic 

characteristics of the RBF method. 

 

Fig 7. Power dissipation vs Cycles 

Fig.7 shows the power dissipation based on the cycles ran. 

Here also the power dissipation has been considerably 

minimized. High-level synthesis (HLS) tools can be made 

more productive by combining machine learning (ML)-based 

predictors for timing, resource, and latency as well  

as by using data-driven searching techniques. This makes it 

possible to explore a large design space more effectively, 

which results in the creation of designs of a better caliber. The 

following procedures are recommended in order to encourage 

future research in ML used in HLS: 

1. Design space exploration (DSE) issues' open benchmark: 

Due to the high synthesis costs involved in examining a wide 

design space for each application, it is frequently difficult to 

evaluate DSE algorithms on more than a few applications. To 

solve this, developing a benchmark that includes many 

applications' various implementations will enable a fair 

assessment of DSE algorithms. 

2. Customized ML models: The majority of earlier 

investigations used pre-made ML models. However, 

integrating domain expertise and fusing it with common ML 

methods may improve model performance. For instance, 

Ustun et al.'s modification of a common graph neural network 

(GNN) model to address particular delay prediction issues led 

to increased model accuracy as well as other advantages. 

With the goal of facilitating more effective application of ML-

based predictors and more effective exploration of the design 

space, these practices seek to promote improvements in ML 

research within the context of HLS. 

VII. Conclusions 

RBF networks and the k-means clustering method surpass 

MLP networks and the backpropagation method in terms of 

classification accuracy. The convergence to optimal values is 

ensured by the linearity of RBF network models, which leads 

to minimized mistakes with fewer trials, time, and effort. 

There are numerous methods for estimating power using 

different tools and technologies, but there aren't any that can 

be used to estimate VLSI circuit power at the specification 

level without first knowing how the circuit works. ML models 

offer a more affordable method of estimating power than EDA 

tools. Our study makes a contribution by calculating power for 

both the pre- and post-synthesis phases while taking into 

account the physical dimensions and connectivity specifics of 

the transistors.  

In order to address difficulties involving nonlinear function 

learning, we have examined the convergence and convergence 

rates of normalized radial basis function networks with a 

single hidden layer. There have also been suggestions made on 

the choice of radial kernels and their bandwidths. We intend to 

expand the findings to deep RBF networks in future study and 

use computer simulations to verify the theory of RBF 

networks provided in this paper. 

The paper should include the following sections: 

Introduction, Literature Review, Research Methodology, 

Results, Discussion, Conclusions, Acknowledgments 

(optional), and References. 
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