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Abstract— Social Network is a communicative platform which is a part of social media, useful for interaction of information among people 

i.e. users. There will be millions of users over online Social Networks, they might or might not have similar interests. People with similar 

interests / mindset would like to have friendly relationship among themselves. Connections with many similar mindset people forms groups or 

communities. These Communities will be helpful for gaining knowledge/information transmission. In this paper, we will observe efficient 

methods for recommending groups or communities to users based on their similarities with their friend's or user’s similar to them and groups 

followed by their friend's, using Hybrid Recommendation Filtering System combined with Singular Value Decomposition. 
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I.  INTRODUCTION 

Social Networks (SN’s) have turned into a vital habit of our 

lives, a medium for people to communicate, share thoughts, and 

interface with similar users. The need for personalized 

recommendations to increase user engagement has become 

crucial as the number of users on these platforms continues to 

rise [1] [2]. Recommender filters have been created to address 

this need, determined to propose content to users in view of their 

likes and past activities. Communities are networks where users 

tend to interact more frequently with one another than with 

other network members because they share common interests, 

values, and beliefs [2]. We can improve the quality of 

recommendations and learn more about the structure of the 

network by locating communities [3] [4]. In Social Networks, 

users are referred as nodes, edges are representation of relation 

between users. The network graphs are made of nodes and 

edges, denser sub-graph tells about presence of communities, 

communication between nodes will be referred as transitivity. 

The proposal presented in this paper is an efficient 

recommender system that can detect and recognize 

communities in social networks. To identify communities, our 

algorithm takes social structure of the network into account, as 

well as user interactions. After that, we make use of this 

information to suggest content that is relevant to particular 

communities to boost the accuracy of our recommendations. 

There are a number of advantages that the proposed algorithm 

has over conventional recommender systems [23]. It takes into 

account the network's social structure, which may result in more 

precise recommendations. It additionally identify the 

significance of networks in forming users’ interests, which can 

lead to increased user engagement and satisfaction [24]. 

II. RELATED WORK 

A few past examinations have explored community detection 

recommender filtering algorithms in SN’s. The below steps tells 

about the flow of the process. 

1. Collaborative Filtering: It is a typical method utilized in 

recommender filtering. To make recommendations, it involves 

analyzing user preferences and behavior (i.e. past activity) [25]. 

Some studies have explored different variations of collaborative 

filtering, such as matrix factorization methods, neighborhood-

based methods, and probabilistic models [7]. 

2. Community Detection: There are a number of different 

algorithms to recognize communities within social networks. 

Label propagation, spectral clustering, and modularity 

optimization are a few of the most well-liked approaches [26]. 

Past studies have compared and evaluated these methods in 

terms of their precision and proficiency. 

3. Hybrid Methods: In some studies, content-based filtering, 

collaborative filtering, and community detection algorithms 

have been combined into hybrid approaches [5]. These 
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methodologies mean to work on the precision of proposals by 

considering both users behavior and the structure of the social 

network [11] [12]. 

4. Recommender Systems Based on SVD: The application of 

Singular Value Decomposition (SVD) in recommender systems 

has been the subject of numerous previous investigations [27]. 

SVD is a method of matrix factorization that can find hidden 

patterns in data and use those patterns to make 

recommendations [9]. In terms of accuracy, these studies have 

demonstrated that SVD-based approaches can perform better 

than others [10] [13]. 

A Social network recommender system built using SVD-based, 

collaborative filtering, and community detection methods, all 

three of these components to produce a more efficient and more 

focused. 

III. PROPOSED SYSTEM 

 
Fig 1: Proposed System Architecture 

 

The proposed system for suggesting networks in social 

networks use Hybrid recommendation filtering approach in 

combination with SVD to recognize and prescribe networks to 

users. There are two main phases to the system: identifying and 

recommending communities [14]. 

Hybrid recommendation filters consolidate at least two 

recommender filters to work on the exactness and inclusion of 

suggestions. Content-Based (CB), Collaborative Filtering (CB) 

methods and Singular Value Decomposition (SVD) will be 

integrated in this proposed system to recommend communities 

to users [28]. 

Here is the proposed method for suggesting communities using 

Hybrid recommendation filtering with SVD: 

1. Data Gathering: Gather data about how nodes interact within 

sub-graphs. Memberships in sub-graphs, posts, comments, 

likes, and shares all of these can be in the data. 

2. Data Preprocessing: The data should be preprocessed to get 

rid of noise, outliers, and missing values. Create a node 

transitivity matrix from the data, with a sub-graph identity in 

each column and a node identity in each row. Since the most of 

nodes only interact with a minor number of sub-graphs, the 

matrix should be sparse. 

 

Fig2: Visual representation of connection/edge between two users/nodes 

3. Matrix Factorization: The node transitivity matrix can be 

broken down into three matrices using SVD: U (user matrix), S 

(singular value matrix), and V (community matrix) [15]. The 

preferences of nodes are represented by the U matrix, the 

importance of each feature is represented by the S matrix, and 

sub-graph’s characteristics are represented by the V matrix. 

SVD follows  Anxp= Unxn Snxp VT
pxp         (i) pattern. 

4. Dimensionality Reduction: By selecting the top k singular 

values, you can reduce the node and sub-graph matrices 

dimensionality. This step improves the recommendation’s 

quality and reduces the noise in the data. 

5. Similarity Calculation: Utilize the reduced-dimensional 

representation of the sub-graphs and nodes to calculate their 

similarity. One method for computing comparability is to utilize 

the cosine closeness metric. 
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where,  rui  is Average rating, 

 a Ꞓ Nu is Neighborhood Selection, 

 (ra,i - ra) is Neighborhood Contribution, 

 Sim(a,u) is user-community similarity 

6. Content-Based Filtering: Create a content-based filtering 

system that recommends sub-graphs based on the descriptions, 

topics, and tags of those communities. This step assists with 

suggesting groups that are like those that the user has 

proactively communicated with. 

7. Collaborative Filtering: Create a collaborative filtering 

system that recommends sub-graphs based on past users of 

those communities. This step assists with suggesting groups that 

are like those that the user has proactively communicated with. 

8. Hybrid Filtering: Using fusion methods, combine the results 

of content-based and collaborative filtering to create the final 

recommendation list [16] [17]. 

9. Evaluation: Accuracy and MAE as metrics can be used to 

evaluate the system's performance. This step contributes to the 

system's refinement and enhances the recommendations' quality 

[18]. 

 

Fig 3: Flow of recommender filtering systems 

The coverage and accuracy of recommendations for 

communities/groups can be enhanced by incorporating content-

based recommender with collaborative recommender filtering 

i.e. hybrid recommendation systems and integrating with SVD. 

The proposed framework can be carried out utilizing different 

programming dialects and systems [15]. 

IV. METHODOLOGY 

The proposed methods for a recommender system to distinguish 

and recognize communities in social networks and SVD 

comprises of few key parts. 

1. Data Collection: Data from social networks, such as node 

profiles, interactions, and edges between nodes, are gathered by 

this component. Their after data is normalized, processed, and 

cleaned before being fed into the next part [29]. 

2. Network Analysis: This part is answerable for investigating 

the social network data to distinguish nodes, edges, and clusters 

within the graph. This step is crucial for the purpose of detecting 

potential communities within the online social network [30] 

[31]. 

3. Singular Value Decomposition (SVD): This is a method of 

matrix decomposition that can be used to find hidden patterns in 

large data sets and reduce their dimensions [32] [33]. 

4. Community Detection: The SVD analysis's patterns are used 

by this component to find communities within the social 

network. This includes clusters of nodes in the graph in view of 

their likeness to each, as determined by the patterns identified in 

the SVD analysis [2] [8]. 

5. Recommender System: This component utilizes the patterns 

of the SVD analysis to find communities within the social 

network. This involves clustering nodes in the network based 

how similar they are to one another, which is not entirely 

established by the SVD examples [9] [34]. 

The system architecture for the proposed algorithm for a 

recommender system to detect and recognize communities in 

social networks and SVD is made to efficiently analyze the data 

from social networks, find hidden patterns and clusters in the 

data, and use this information to make a recommender system 

that is very good. 

V. RESULTS 

The results obtained in this study demonstrate the effectiveness 

of different filtering techniques in recommending relevant 

content to users. The content-based filtering approach achieved 

an accuracy of 88.2%, which suggests that it effectively 

analyzed the attributes and characteristics of items to make 

personalized recommendations. Collaborative filtering, on the 

other hand, yielded an impressive accuracy rate of 93.2%, 

indicating its ability to identify patterns and preferences based 

on user behavior and preferences. However, the hybrid 

recommender filtering technique outperformed the others with 

an accuracy of 94.6%. This approach combines both content-

based and collaborative filtering methods, leveraging their 

respective strengths to provide even more accurate and tailored 

recommendations.  
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The accompanying bar plot visually illustrates the superiority 

of the hybrid filtering approach, as it stands out with the highest 

accuracy rate among the three filters. These results showcase 

the efficiency of the proposed algorithm in enhancing the 

recommendation process within social networks.  

The Table1 provided above shall show the accuracy of the 

recommender filters for this study in percentile. The figure 4 

displayed below compares the performance of the filters. 

Table1: Accuracy of different recommender filters 

 

 

Fig 4: A Bar graph which represents Accuracy of recommender filters 

The Table2 provided above shall show the MAE of the 

recommender filters for this study. The MAE achieved by the 

collaborative, content-based and hybrid recommender filters are 

0.43, 0.4 and 0.3. 

Table2: MAE of different recommender filtering systems 

 

 

 

Fig 5 : A Bar graph which represents MAE of recommender filters 

VI. CONCLUSION AND FUTURE SCOPE 

Recommender system to detect and recognize communities in 

social networks using Hybrid filtering like Hybrid 

recommender system with SVD is a powerful tool for analyzing 

social network data and identifying hidden patterns and clusters 

within the data. By using SVD to identify these patterns and 

then clusters of nodes based on their similarity, the algorithm is 

able to detect communities within the network. This 

information can then be used to build a highly effective 

recommender system that recommends new connections or 

interactions to users based on their membership in a particular 

community. 

The proposed algorithm has several advantages over existing 

recommender systems. It is able to detect and recognize 

communities within social networks, which allows for more 

targeted recommendations. And it uses SVD to identify hidden 

patterns in the data, which makes it more efficient and effective 

at processing large amounts of social network data.  

Finally, the algorithm can be customized to different social 

networks and can be adapted to suit the specific needs of 

different users. 

The datasets are from SNAP (Stanford large network 

dataset collection) repositories. Which consists of nodes and 

edges files. User and friends’ id’s, community names and their 

id’s are present in the columns of dataset. 

The recommender systems and social network analysis fields 

could be completely transformed by the proposed algorithm. 

We are able to construct recommender systems that are more 

precise and focused on assisting users in connecting with one 

another in a way that is both more efficient and effective by 

utilizing the power of SVD and community detection 

algorithms. 

Explore the integration of emerging techniques, such as natural 

language processing (NLP) or sentiment analysis, to extract 

more insights from user-generated content or social media 

posts. These techniques can provide a deeper understanding of 
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user preferences and sentiments, leading to more accurate 

recommendations and community detection. 
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