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Abstract— Osteoarthritis of the Temporomandibular Joint (TMJ-OA) is a chronic condition that affects the TMJ and is characterized by 

the progressive degeneration of the internal surfaces of the joint. Several deep learning models were adopted for identifying the TMJ-OA from 

the panoramic dental X-ray scans. Amongst, an Optimized Generative Adversarial Network (OGAN) with Faster Residual Convolutional 

Neural Network (FRCNN) produces more synthetic images to train the FRCNN for recognizing TMJ-OA cases. But, its accuracy was 

comparatively low while recognizing Region-of-Interest (RoI) from the panoramic scans that have analogous objects. Hence in this paper, an 

OGAN with a Progressive FRCNN (OGAN-PFRCNN) model is proposed, which enhances the FRCNN by integrating the Feature Pyramid 

Network (FPN) and RoI-grid attention strategy for TMJ-OA identification. First, the training images are fed to the ResNet101 for feature 

mining, which provides Multi-Scale Feature Map (MSFM) from the dental panoramic scans. Those features are then passed to the FPN with 

the RoI-grid attention strategy, which encodes richer characteristics by considering standard attention and graph-based point functions into a 

combined formulation. Then, those characteristics are fused at various levels to get a useful MSFM, which increases the network efficiency 

significantly. Moreover, such a Feature Map (FMap) is used to train the PFRCNN model, which is later applied to recognize the test scans into 

either healthy or TMJ-OA. At last, the testing outcomes show that the OGAN-PFRCNN attains 96.2% accuracy on the panoramic dental X-ray 

database compared to the FRCNN model. 

Keywords- Temporomandibular joint, Osteoarthritis, Panoramic dental image, OGAN-FRCNN, Feature pyramid network, RoI-grid attention.  

 

I.  INTRODUCTION 

The foremost recurrent form of osteoporosis, which impacts 

the TMJ is osteoarthritis (OA). It alters the osteoarticular area of 

the mandibular condyle and fossa. The extreme motorized strain 

on joint tissue is the common reason for OA. Subarticular bone 

resorption develops if concurrent stress is supplied to the 

articular surface (chondromalacia). Radioactivity osteoarthritis 

is triggered by the regular bone shift that causes the decrease of 

the subchondral cortical layer and bone degradation [1-3]. 

TMJ-OA is investigated using health records, clinical 

diagnostics, and radiographic evaluation. TMJ-OA manifests in 

the form of limited lower jaw mobility due to anxiety, crepitus, 

and local paraspinal ache in the joint promotion. When 

radiography exposes functional bone shift, OA is recognized [4-

6]. Orthopantomography can be utilized to quantify the condylar 

and Ramal asymmetry of the mandible in people with Juvenile 

Idiopathic Arthritis (JIA). Multiple wide-ranging TMJ illnesses 

and analyses have occurred that might be hurting or not [7, 8]. 

When bone anomalies in the TMJ are discovered, panoramic 

radiographs are engaged in the beginning levels of diagnosis. 

Nonetheless, as the TMJ surrounds minuscule bone structures at 

the joint site and the joint is concealed by the big skull, simple 

imagery is challenging to reveal bone alterations [9-11]. 

Secondly, anatomical variations or pathologies in the TMJ are 

recurrently ignored in uncomplicated examinations owing to 

poorly dematerialized bone tissue in the beginning phases of 

OA. As a result, assessing panoramic radiographs needs the use 

of competent specialists with substantial quantifiable skill, and 

additional radiography should be obtained as obligatory. 

Distributing panoramic pictures to skilled diagnostic experts and 

acquiring outcomes is time-consuming while health practitioners 

who can accurately diagnose OA solely on panoramic 

radiographs are not around. 

Besides, the process of submitting panoramic radiographs 

and waiting for diagnostic results must be repeated since a doctor 

cannot rapidly assess the treatment condition of osteoarthritis. 
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To address these problems, an AI-based methodology for 

autonomously treating TMJ OA has been developed [12–14]. 

Numerous advancements in the AI paradigm have offered 

several X-ray image analysis algorithms [15]. The use of CNN 

technology has been demonstrated for a variety of tasks, 

including the extraction of specific X-ray scan regions and the 

detection of anomalies [16–18]. Numerous studies on dental X-

ray image analysis have been conducted, including those on 

osteoporosis, sinusitis, and tooth detection using panoramic 

picture analysis. Investigations that use panoramic X-ray 

analysis are useless, nevertheless. Thus, by classifying 

panoramic dental X-ray images using image recognition 

techniques, Kim et al. [19] created a model to identify the 

mandibular condyle. The panoramic images were first collected 

retrospectively, and two different models were used: (1) the first 

model, called FRCNN, has been adopted to identify the TMJ-

OA and adjacent structural forms (such as joint fossa and 

condyle), and (2) the other model, called CNN, has been adopted 

to predict whether the identified structure covers any 

abnormality based on the contour of the TMJ. 

Additionally, it was done to fine-tune CNN models like 

VGG16, ResNet, and Inception to predict the presence and 

absence of TMJ-OA. The number of samples was quite small, 

which harmed the model's ability to accurately recognize 

objects. So, an OGAN was designed [20], which generates 

synthetic dental panoramic X-ray scans for TMJ-OA detection. 

This GAN model utilizes the generator to create synthetic 

panoramic dental images while training the discriminator to 

determine if the produced images were fake or real. Also, the 

most effective hyperparameters of this GAN were chosen using 

the Elephant Herding Optimization (EHO) technique according 

to the clan and separation factors. The real database was then 

updated with the newly developed synthetic panoramic photos 

to obtain the training and test collections. Later, the learning 

pictures were given to the FRCNN to extract the condylar region 

and identify anomalies from those images. The trained FRCNN 

model was further validated using test pictures for TMJ-OA 

identification. On the other hand, the FRCNN has relatively poor 

detection accuracy when used to identify targets in panoramic 

images that contain identical objects. Also, the detection 

efficiency was influenced by the noise and identical background 

textures in the images. 

Therefore, this article develops an OGAN-PFRCNN model 

for TMJ-OA identification. In this model, the standard FRCNN 

model is enhanced by adopting the FPN and RoI-grid attention 

strategy to obtain MSFM with rich contextual data. The attention 

strategy is utilized to enhance the FPN and recalibrate the 

contribution units of feature channels. First, the training images 

are fed to the ResNet101 for feature mining, which provides 

MSFM from the dental panoramic scans. Those features are then 

passed to the FPN with the RoI-grid attention strategy, which 

encodes richer characteristics by considering standard attention 

and graph-based point functions into a combined formulation. 

Then, those characteristics are fused at various levels to get a 

useful MSFM, which increases the network efficiency 

significantly. Moreover, such an FMap is used to train the 

PFRCNN model, which is later applied to recognize the test 

scans into either healthy or TMJ-OA. Thus, the recognition 

accuracy is increased by solving noise and complex background 

textures from the panoramic scans. 

The residual portion of this article is planned as follows: 

Section II reviews the prior studies on the identification of TMJ-

OA. The OGAN-PFRCNN model is explained in Section III and 

its effectiveness is demonstrated in Section IV. Section V 

provides a summary of the work and provides recommendations 

for further work 

II. TYPE LITERATURE SURVEY 

With the help of the DetectNet structure and the DIGITS, a 

deep learning framework [21] was created to recognize and 

classify radiolucent cancers in the mandible on panoramic 

radiography images. The first step was to gather panoramic 

images of people with mandibular radiolucent tumors. Next, RoI 

coordinates and lesion tags were created. As well, the DetectNet 

was fed training data with relevant tags to identify and classify 

radiolucent lesions of the mandible. But, more samples were 

needed to accurately recognize tiny tumors. 

Al Kheraif et al. [22] presented data mining schemes to 

recognize dental disorders from radiographic 2D dental scans. In 

the pre-processing, a histogram using a dynamic scheme was 

utilized to stretch the contrast and equalize the brightness of the 

images. Then, those images were split into the oral cavity and its 

tissues using a hybrid graph cut method for differentiating the 

foreground teeth and the areas of background bones. Also, 

statistical characteristics were obtained and learned by CNN to 

classify dental disorders. But, it needs advanced deep learning 

schemes to enhance the automatic classification of dental 

disorders. 

Using artificial intelligence, a computer vision system [23] 

was modeled to identify and categorize various dental 

restorations in panoramic photographs. The RoI with maxillary 

and mandibular alveolar ridges was initially found by cropping 

panoramic pictures. The reconstructions were then divided by a 

local dynamic threshold, and statistical characteristics were 

produced according to the contour and grayscale distribution. To 

further categorize the features into the various restoration kinds, 

a cubic SVM with Error-Correcting Output Code (ECOC) was 

used. Conversely, the training efficiency was less because of 

inadequate images. 

Muresan et al. [24] developed a new automated teeth 

identification and dental symptoms categorization from 

panoramic X-ray images. Initially, the CNN was trained by the 
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labeled samples to get the semantic segregation data. Then, 

several image processing methods were applied to segregate and 

refine the bounding boxes related to teeth recognition. Further, 

all tooth samples were annotated and the symptom impacting it 

was recognized by the histogram-based majority voting within 

the recognized RoI. But, it needs more semantic classes to 

further increase the accuracy. 

Viloria et al. [25] presented the prediction of mandibular 

morphology based on the Artificial Neural Network (ANN) 

utilizing Cranio-maxillary measures in posterior-anterior 

radiographs. But, its complexity was high while increasing the 

number of layers for large-scale databases. Leo and Reddy [26] 

developed a novel Hybrid Neural Network (HNN) model to 

recognize dental caries based on their class and categorize the 

caries regions. First, the dental images were pre-processed and 

segregated into their constituent pixels. After that, various 

characteristics were obtained and learned by the HNN to 

categorize the caries classes. But, the number of images was very 

limited, which impacts the training efficiency. 

Using Surface Electromyography (SEMG), a variety of 

machine learning classifiers [27] was suggested to diagnose TMJ 

disorder. The SEMG records were gathered, and various 

common traits were retrieved. Additionally, the most important 

variables were chosen and fed to several machine-learning 

categorizers to divide them into normal and TMJ categories. But, 

it needs deep learning algorithms to increase efficiency while 

classifying more images. Several deep learning architectures, 

including DenseNet121, VGG16, InceptionV3, and ResNet50, 

were suggested [28] for classifying the kind of canine impaction 

from panoramic dental pictures. However, the number of labeled 

images was insufficient. Also, low-resolution and poor-quality 

images were needed to preprocess for high accuracy. 

To predict TMJ-OA of Magnetic Resonance Imaging (MRI), 

Ito et al. [29] created a computerized articular disc detection and 

partition model. The Detection for Displaced Articular DISC 

based on CNN (3DiscNet), U-Net, and SegNet-based semantic 

partition techniques were used to separate the TMJ articular 

discs from various MRI images. But, robustness was ineffective 

and only a small group of specialists created the Ground Truth 

(GT) scans. 

III. PROPOSED METHODOLOGY 

In this section, the OGAN-PFRCNN model is explained in 

brief for TMJ-OA identification. A pipeline of this study is 

illustrated in Fig.1. Initially, a panoramic dental X-ray image 

corpus is acquired and expanded using the OGAN. Afterward, 

such scans are split into learning and test sets. The learning sets 

are taken to train the new PFRCNN categorizer, whereas the test 

sets are taken to analyze the efficiency of a trained PFRCNN for 

mandibular condylar detection and TMJ-OA recognition. 

A. Progressive FRCNN Model 

To increase the accuracy of recognizing the TMJ-OA, a new 

FRCNN model called PFRCNN is designed, whose architecture 

is depicted in Fig. 2.  

 

 
Figure 1.  Pipeline of the Presented Study 
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Figure 2. Structure of PFRCNN Model 

 

In this model, after augmentation, the panoramic X-ray scans 

are given to the ResNet101 for capturing multilevel 

characteristics. Those multilevel characteristics are fed to the 

FPN with the RoI-grid attention strategy for merging 

characteristics and creating MSFM with rich contextual data. 

Then, the FMap is given to the Region Proposal Network (RPN) 

to produce Region Proposals (RPs). Further, the FMaps and RPs 

are transferred to the RoIPooling to produce final proposal 

FMaps, which are passed to the Fully Connected (FC) to 

recognize the mandibular condyle and get the accurate location 

of the target bounding boxes (i.e., to decide whether the 

abnormal condyle is properly recognized or not). 

This new model demonstrates the below enhancements 

over the standard FRCNN: 

• ResNet101 is employed as the feature mining block to 

improve the ability to capture characteristics from the 

dental X-ray scans and the FPN is used to merge the 

multilevel characteristics from the ResNet101, which 

creates the FMaps with rich semantic and position 

data; 

To enhance the FPN, the RoI-grid attention strategy is 

introduced, which encodes rich data from sparse positions by 

combining standard attention and graph-based point functions 

into a single model. 

1) RoI-Grid Attention Strategy 

RoI-grid attention is adopted, which integrates the graph 

and attention-based point functions into the single model. This 

strategy can act as a good alternate for usual pooling-based 

functions in the FRCNN. Consider 𝑝𝑔𝑟𝑖𝑑  is the coordinate of a 

RoI-grid point and 𝑝𝑖 , 𝑓𝑖  are the coordinate and the related 

feature vector of 𝑖𝑡ℎ  Point of Interest (PoI) near 𝑝𝑔𝑟𝑖𝑑 . RoI 

feature mining intends to capture the relevant feature vector 

𝑓𝑔𝑟𝑖𝑑 of the RoI-grid point 𝑝𝑔𝑟𝑖𝑑  utilizing the data of adjacent 𝑝𝑖  

and𝑓𝑖. 

a) Pooling-based functions: These are widely used for RoI 

feature mining. The adjacent feature 𝑓𝑖 and the relative position 

𝑝𝑖 − 𝑝𝑔𝑟𝑖𝑑  initially go through a Multi-Layer Perceptron (MLP) 

layer to get the converted feature vector: 𝑉𝑖 = 𝑀𝐿𝑃([𝑓𝑖, 𝑝𝑖 −

𝑝𝑔𝑟𝑖𝑑]) , where [∙]  is the fusion operation and then a max-

pooling process is employed on each converted feature 𝑉 to find 

the RoI-grid feature 𝑓𝑔𝑟𝑖𝑑
𝑝𝑜𝑜𝑙

: 

 

𝑓𝑔𝑟𝑖𝑑
𝑝𝑜𝑜𝑙

= 𝑚𝑎𝑥
𝑖∈𝛺(𝑟)

𝑝𝑜𝑜𝑙(𝑉𝑖)    (1) 

In  (1), 𝛺(𝑟) defines PoI within the predetermined radius 𝑟 

of𝑝𝑔𝑟𝑖𝑑 . The pooling-based functions merely concentrate on the 

highest channel response and this loses a great amount of 

semantic and position data. 

b) Graph-based functions: These map the grid points and PoI as 

a graph. The graph node 𝑖 denotes the converted feature of𝑓𝑖: 

𝑉𝑖 = 𝑀𝐿𝑃(𝑓𝑖)  and the edge 𝑄𝑝𝑜𝑠
𝑖  is devised as a linear 

estimation of the position variances between 2 nodes:𝑄𝑝𝑜𝑠
𝑖 =

𝐿𝑖𝑛𝑒𝑎𝑟(𝑝𝑖 − 𝑝𝑔𝑟𝑖𝑑). For the graph node of𝑝𝑔𝑟𝑖𝑑 , the feature 

𝑓𝑔𝑟𝑖𝑑
𝑔𝑟𝑎𝑝ℎ

 is gathered from neighboring nodes by a weighted 

fusion process. The typical formula is defined as the similar 

notations in (1). 

 

𝑓𝑔𝑟𝑖𝑑
𝑔𝑟𝑎𝑝ℎ

= ∑ 𝑊(𝑄𝑝𝑜𝑠
𝑖 )⨀𝑉𝑖

𝑖∈𝛺(𝑟)          (2) 

In (2) , the function 𝑊(∙) estimates the graph boundary inserting 

into the scalar or vector weight space and ⨀ is the Hadamard 

product product between trained weights and nodes. 

c) Attention-based functions: These are employed on the grid 

points and PoI. 𝑄𝑝𝑜𝑠
𝑖  in (2) is considered as the query 

embedding from 𝑝𝑔𝑟𝑖𝑑  to 𝑝𝑖 . Also, 𝑉𝑖  represents the value 

embedding acquired from 𝑓𝑖 as Equation 4. The key embedding 

𝐾𝑖  is defined by 𝐾𝑖 = 𝐿𝑖𝑛𝑒𝑎𝑟(𝑓𝑖) . So, typical attention is 

defined by 
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𝑓𝑔𝑟𝑖𝑑
𝑎𝑡𝑡𝑒𝑛 = ∑ 𝑊(𝑄𝑝𝑜𝑠

𝑖 𝐾𝑖)⨀𝑉𝑖
𝑖∈𝛺(𝑟)                  (3) 

Additional regularization operation i.e., softmax is 

employed in 𝑊(∙). This typical attention and  (3)  are extended 

by considering the point transformer as: 

 

𝑓𝑔𝑟𝑖𝑑
𝑡𝑟 = ∑ 𝑊(𝐾𝑖 + 𝑄𝑝𝑜𝑠

𝑖 )⨀(𝑉𝑖 + 𝑄𝑝𝑜𝑠
𝑖 )𝑖∈𝛺(𝑟)     (4) 

d) RoI-grid attention: In this method, the structural similarity of  

(2)– (4) is analyzed. It is observed that such formulas contain 

familiar fundamental components and functions. So, it is usual 

to combine such formulas into a single model with gated 

functions. This novel formula is called RoI-grid attention: 

 

𝑓𝑔𝑟𝑖𝑑 = ∑ 𝑊(𝜎𝑘𝐾𝑖 + 𝜎𝑞𝑄𝑝𝑜𝑠
𝑖 + 𝜎𝑞𝑘𝑄𝑝𝑜𝑠

𝑖 𝐾𝑖)⨀(𝑉𝑖 +𝑖∈𝛺(𝑟)

𝜎𝑣𝑄𝑝𝑜𝑠
𝑖 )                                                             (5) 

In  (5) , 𝜎∗  denotes a learnable gated function that is 

executed by the linear estimation of the relevant embedding 

with a sigmoid activation result. 

Fig. 3 portrays the design of RoI-grid attention, which 

adopts trainable gated functions 𝜎∗  to adaptively choose the 

attention elements and creates a single solution that involves the 

standard graph and attention functions. 

RoI-grid attention is a global model integrating graph and 

attention-based processes. The graph function, i.e. (2) is 

determined from Equation 5 if 𝜎𝑞 = 1, 𝜎𝑘 = 0, 𝜎𝑞𝑘 = 0  and 

𝜎𝑣 = 0. Likewise, the typical attention, i.e. (3) is determined if 

𝜎𝑞 = 0, 𝜎𝑘 = 0, 𝜎𝑞𝑘 = 1 and 𝜎𝑣 = 0 or point transformer, i.e. 

(4) is determined if 𝜎𝑞 = 1, 𝜎𝑘 = 1, 𝜎𝑞𝑘 = 0 and 𝜎𝑣 = 1. 

It is a promising process for RoI feature mining. Using 𝜎∗, RoI-

grid attention can capture which point is relevant to the RoI-grid 

points, from the position data 𝑄𝑝𝑜𝑠 and the semantic data 𝐾, as 

well as, their mixture 𝑄𝑝𝑜𝑠𝐾, dynamically. Using 𝜎𝑣, RoI-grid 

attention learns to balance the fraction of position characteristics 

𝑄𝑝𝑜𝑠  and semantic characteristics 𝑉  utilized in the feature 

fusion. In contrast to the pooling-based techniques, merely some 

linear estimation units are stacked in RoI-grid attention that 

ensures the generalization ability. Substituting pooling-based 

functions with RoI-grid attention substantially increases the 

recognition efficiency. 

B) FPN Module 

    The classical FRCNN obtains deep characteristics, which 

 

 
Figure 3. Design of RoI-grid Attention 
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Figure 4. Structure of IFPN (AB is the channel attention strategy module, 2×up is 2-times upsampling, 256 is the quantity of final channels and ⨁ is element-

wise summation) 

 

contain rich semantic data but position data is lost. In mandibular 

condyle region identification, position data is vital. On the other 

 hand, shallow characteristics contain weak semantic data but are 

prone to position data. So, the FPN is applied to merge deep and 

shallow MSFM to completely use the feature semantics and 

position data so that the model efficiency is further increased. 

Performing ResNet101 to enhance the feature mining abilities, a 

channel attention strategy is also introduced and an Improved 

FPN (IFPN) is developed that merges characteristics at various 

levels to get a useful MSFM; thus significantly increasing the  

recognition accuracy of the FRCNN. An IFPN structure is 

depicted in Fig. 4.For example, in Fig. 4, ResNet101 is applied 

as the feature mining network. 𝐶1, 𝐶2, 𝐶3, 𝐶4, and 𝐶5 in the 

IFPN are applied to mine various levels of characteristics 

wherein 𝐶2 − 𝐶5 performs feature concatenation. The quantity 

of channels is 256, 512, 1024 and 2048, correspondingly. So, 

1 × 1 convolution process is utilized to minimize the size of 

𝐶2 − 𝐶5 . The resultant outcomes are 𝐶𝐶2 − 𝐶𝐶5  and the 

quantity of channels is 256. The channel attention strategy is 

applied to determine the contribution weight of all channels of 

𝐶𝐶2 − 𝐶𝐶5  that are reassigned based on their weight. 

Therefore, the contributions of relevant characteristic channels 

are improved. The resultant outcomes are 𝐴2 − 𝐴5  and the 

quantity of channels is 256. While executing feature 

concatenation through IFPN, pixels related to the characteristics 

of various levels are merged.  

The amount of rows and columns in the feature unit should 

match the number of feature channels. So, the nearest 

interpolation scheme is employed to conduct 2-times 

upsampling on 𝐴3, 𝐴4 , and 𝐴5 . After that, element-wise 

summation is implemented with  𝐴2, 𝐴3, and 𝐴4 to achieve the 

level-by-level feature concatenation, which provides 𝐴𝐴2, 𝐴𝐴3, 

and 𝐴𝐴4, as well as the quantity of channels, is 256. A 3 × 3 

convolution process is applied to 𝐴5, which provides 𝑃5 and the 

quantity of channels is 256. Max-pool of 1 × 1 is conducted on 

𝑃5, the stride is allocated to 2, the result is 𝑃6 and the quantity 

of channels is 256. A 3 × 3 convolution process is conducted on 

𝐴𝐴2, 𝐴𝐴3, and 𝐴𝐴4, which provides 𝑃2, 𝑃3, and 𝑃4 and the 

quantity of channels is 256. The outcome through FPN is the 

MSFM, i.e. {𝑃2, 𝑃3, 𝑃4, 𝑃5, 𝑃6}. 

C) RPN Module 

The most well-known contribution of FRCNN is the RPN 

that utilizes a CNN rather than the classical discriminatory 

search scheme to produce candidate areas, so considerably 

enhancing the model accuracy. The RPN is utilized to create 

RPs. In this work, the MSFM {𝑃2, 𝑃3, 𝑃4, 𝑃5, 𝑃6}  from the 

FPN are utilized to produce RPs. The regions of anchors (ARs) 

for MSFM are assigned to {322, 642, 1282, 2562, 5122}  and 

the AR aspect proportions are assigned to {1: 2,1: 1,2: 1}. 

The FMaps are fed to the RoIPooling with RPs such as 

{𝑃2, 𝑃3, 𝑃4, 𝑃5} . The selection of the FMap with the most 

proper scale for RP is based on the below formula: 

 

𝑘 = 𝑘0 + log2 (√𝑤ℎ
𝐻

⁄ )   (6) 

In  (6) , 𝑘  is the level of FMap related to the RP, 𝑘0  is 

assigned to the maximum level of FMaps, 𝑤 and ℎ are the width 

http://www.ijritcc.org/
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and height of the RP, correspondingly, and 𝐻 is the input height 

after resizing the image slices. This is highly effective since a 

high-dimension RP can relate to a high-level FMap and produce 

a RP that may recognize large targets effectively. Likewise, a 

low-dimension RP relates to the low-level FMap and produces 

the RP that may recognize tiny targets efficiently. 

D) Loss Factor 

The loss factor is determined by 

 

𝐿(𝑝𝑖,𝑡𝑖) =
1

𝑁𝑐𝑙𝑠
∑ 𝐿𝑐𝑙𝑠(𝑝𝑖,𝑝𝑖

∗)𝑖 + 𝛼
1

𝑁𝑟𝑒𝑔
∑ 𝑝𝑖

∗𝐿𝑟𝑒𝑔(𝑡𝑖,𝑡𝑖
∗) 𝑖 (7) 

In (7), 𝑁𝑐𝑙𝑠 is the amount of ARs in the mini-batch, 𝑁𝑟𝑒𝑔 is 

the amount of AR positions, 𝛼 is the weight balance variable 

assigned to 10, 𝑖 is the index of an AR in a mini-batch. Also, 𝑝𝑖  

is the estimated categorization possibility of the AR.  

Particularly, if the AR is positive, 𝑝𝑖
∗ = 1  and if it is 

negative 𝑝𝑖
∗ = 0. Further, ARs that satisfy the below criteria are 

termed positive: 

• The AR takes the maximum Intersection-Over-

Union (IOU) similarity with the GT box; or 

• The IOU similarity of the AR with the GT box is 

greater than 0.7. 

On the other hand, if the IOU similarity of the AR with the 

GT box is < 0.3, the AR is termed negative  (8) -  (10) 

. 

𝐿𝑐𝑙𝑠(𝑝𝑖,𝑝𝑖
∗) = − log[𝑝𝑖𝑝𝑖

∗ + (1 − 𝑝𝑖)(1 − 𝑝𝑖
∗)] (8) 

𝐿𝑟𝑒𝑔(𝑡𝑖,𝑡𝑖
∗) = ∑ 𝑆𝑚𝑜𝑜𝑡ℎ𝐿1(𝑡𝑖,𝑡𝑖

∗)𝑖∈{𝑥,𝑦,𝑤,ℎ}                (9) 

𝑆𝑚𝑜𝑜𝑡ℎ𝐿1(𝑥) = {
0.5𝑥2, 𝑖𝑓 |𝑥| < 1

|𝑥| − 0.5, 𝑂𝑟 𝑒𝑙𝑠𝑒
              (10) 

The parameterization of 4 coordinates for the bounding box 

regression is described by  (11a) – (12b). 

 

𝑡𝑥 =
(𝑥−𝑥𝑎)

𝑤𝑎
, 𝑡𝑦 =

(𝑦−𝑦𝑎)

ℎ𝑎
   (11a) 

𝑡𝑤 = log (
𝑤

𝑤𝑎
) , 𝑡ℎ = 𝑙𝑜𝑔 (

ℎ

ℎ𝑎
)   (11b) 

𝑡𝑥
∗ =

(𝑥∗−𝑥𝑎)

𝑤𝑎
, 𝑡𝑦

∗ =
(𝑦∗−𝑦𝑎)

ℎ𝑎
   (12a) 

𝑡𝑤
∗ = 𝑙𝑜𝑔 (

𝑤∗

𝑤𝑎
) , 𝑡ℎ

∗ = 𝑙𝑜𝑔 (
ℎ∗

ℎ𝑎
)   (12b) 

Here, 𝑥 and 𝑦 indicate the coordinates of the centroid of the 

bounding box, 𝑤 and ℎ are the width and height of the bounding 

box, correspondingly. Also, 𝑥, 𝑥𝑎 and 𝑥∗ are the estimated box, 

AR box and GT box, correspondingly, equal to 𝑦, 𝑤 and ℎ. 

E. Learning and Fine-tuning 

Because the FRCNN is applied as the baseline network, the 

hyperparameters are assigned. In this model, a transfer learning 

method is adopted and the base network is ResNet101, which is 

set with its pre-learned weights on ImageNet. Also, each 

additional layer is set with k aiming normal. This PFRCNN has 

trained 80 epochs of the learning scans. 

The Stochastic Gradient Descent (SGD) is applied as the 

fine-tuner, the primary training rate is assigned to 0.01, 

momentum is 0.09, weight decay is 0.0001 and the batch size is 

4. Thus, the new PFRCNN is trained and utilized to categorize 

the test photographs into healthy and TMJ-OA with proper 

identification of mandibular condyle regions. 

IV. EXPERIMENTAL RESULTS 

In this part, the efficiency of the OGAN-PFRCNN model 

is assessed by executing it in MATLAB 2019b. In this scrutiny, 

a total of 116 panoramic dental X-ray scans are acquired from 

https://data.mendeley.com/datasets/hxt48yk462/2. Those scans 

are augmented into 6000 scans by the OGAN to create the 

training and test collections. Amongst, 65% of scans are applied 

for learning and the residual 35% are applied for testing. Also, 

the obtained efficiency is compared with the existing models: 

FRCNN [19], OGAN-FRCNN [20], DetectNet [21], ANN [25], 

HNN [26] and DenseNet121 [28] regarding the below metrics: 

• Accuracy: It is the proportion of exact recognition 

over the total samples tested (13) . 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)

𝑇𝑃+𝑇𝑁+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁)
       (13) 

In (13), the quantity of normal samples properly 

categorized as normal is TP, while the quantity of TMJ-OA  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Assessment of Precision, Recall & F-measure for Proposed  

and Existing TMJ-OA Recognition Model 

 

samples properly categorized as TMJ-OA is TN. Also, FP is the 

quantity of TMJ-OA samples improperly categorized as 

normal, whereas FN is the quantity of normal samples 

improperly categorized as TMJ-OA. 

• Precision: It determines the correctly recognized labels at 

TP and FP rates (14) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                  (14) 

• Recall: It is the proportion of labels, which are correctly 

recognized at TP and FN rates (15) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                   (15) 

• F-score (𝐹): It is measured as (16) 

𝐹 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                    (16) 

 Fig. 5 shows the effectiveness of the different classification 

models implemented on the dental panoramic X-ray corpus to 

recognize the mandibular condyle. It states that the success rate 

of the OGAN-PFRCNN model regarding precision, recall and f-

score is higher than that of other existing models due to the 

capturing both semantic and position data during the feature 

mining process. As a result, it defines that the precision values 

achieved by the OGAN-PFRCNN are 14.6% superior to the 

ANN, 9.6% superior to the HNN, 8% superior to the DetectNet, 

6.7% superior to the DenseNet121, 3.8% superior to the FRCNN 

and 2% superior to the OGAN-FRCNN. The recall values 

achieved using the OGAN-PFRCNN are 14.7% greater than the 

ANN, 10.2% greater than the HNN, 7.8% greater than the 

DetectNet, 7.1% greater than the DenseNet121, 3.6% greater 

than the FRCNN and 0.8% greater than the OGAN-FRCNN. 

Likewise, the f-score values achieved using the OGAN-

PFRCNN are 14.7% higher than the ANN, 9.9% higher than the 

HNN, 7.9% higher than the DetectNet, 6.8% higher than the 

DenseNet121, 3.7% higher than the FRCNN and 1.3% higher 

than the OGAN-FRCNN models. 

  Fig. 6 demonstrates the accuracy of distinct models executed 

on the panoramic dental X-ray corpus to recognize the 

mandibular condyle region and categorize the TMJ-OA. It 

notices that the accuracy of the OGAN-PFRCNN is 16.8%  

 

Figure 6. Assessment of Accuracy for Proposed and Existing TMJ-OA 

Recognition Models 

 

greater than the ANN, 11.9% greater than the HNN, 10.4% 

greater than the DetectNet, 7.8% greater than the DenseNet121, 

4.3% greater than the FRCNN and 1.6% greater than the 

OGAN-FRCNN models. From these analyses, it is realized that 

the OGAN-PFRCNN model can increase the accuracy of 

recognizing the mandibular condylar and classifying TMJ-OA 

effectively. 

V.  CONCLUSION 

In this study, the OGAN-PFRCNN model was developed 

for recognizing the mandibular condyle regions and TMJ-OA 

from the panoramic dental X-ray scans. Primarily, the dental X-

ray scan corpus was obtained and extended by the OGAN to 

form learning and test sets. Afterward, the learning sets were 

utilized to train the PRFCNN, which involves the FPN with 

RoI-grid attention strategy and RPN modules to extract MSFM 

and RPs. Such FMaps and RPs were further learned by the FC 

unit to recognize the target class and the accurate mandibular 

condyle region (i.e., the location of the target bounding box). 

Finally, the investigational results proved that the OGAN-

PFRCNN model on panoramic dental X-ray scans has 96.2% 

accuracy for TMJ-OA classification and mandibular condyle 

region recognition contrasted to the stand-of-the-art models. 
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