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Abstract— The use of social media platforms, such as Twitter, has grown exponentially over the years, and it has become a valuable source 

of information for various fields, including marketing, politics, and finance. Sentiment analysis is particularly relevant  in social media analysis. 

Sentiment analysis involves the use of natural language processing (NLP) techniques to automatically determine the sentiment expressed in a 

given text, such as positive, negative, or neutral. 

In this research paper, we focus on Twitter sentiment analysis and identify the most influential users in a given topic. We propose a 

methodology based on machine learning techniques to perform sentiment analysis and identify the most influential users on Twitter based on 

popularity. Specifically, we utilize a combination of NLP techniques, sentiment lexicons, and machine learning algorithms to classify tweets as 

positive, negative, or neutral. We then employ popularity calculations for each user to identify the top 10 most influential users on a given topic. 

The proposed methodology was tested on a large dataset of US airlines tweets which is related to a specific topic i.e. airlines, and the results 

show that the approach can effectively classify tweets according to sentiment and identify the most influential users. We evaluated the 

performance of several machine learning algorithms, including Multinomial Naive Bayes, Support Vector Machines (SVM), Decision Trees, 

Gradient Boosting, logistic regression, AdaBoost, KNN and Random Forest, and found that the logistic regression algorithm has achieved the 

highest accuracy. 

The proposed methodology has several implications for various fields, such as marketing, where sentiment analysis can help companies 

understand consumer behavior and tailor their marketing strategies accordingly. Moreover, identifying the most influential users can provide 

insights into opinion leaders in a given topic and help companies and policymakers target their messages more effectively. 

Keywords: sentiments, natural language processing, AdaBoost, gradient boosting, Naïve Baye’s, Decision Trees, influential user.  

 

I. INTRODUCTION 

The use of social media has become a prevalent part of 

modern society, with platforms like Twitter allowing users to 

share their thoughts, opinions, and experiences with the world 

in real-time. However, with the vast amount of content being 

produced every second, it can be challenging to stand out and 

gain a significant following. 

In recent years, there has been growing interest in measuring 

social media influence, particularly on Twitter. Influence 

refers to a user's ability to affect the behavior, attitudes, and 

opinions of others on the platform. Measuring influence can 

provide valuable insights into user’s behavior and help 

individuals and organizations make informed decisions on 

social media marketing, advertising, and content creation 

strategies. 

With the activity levels and the follower count of the users, 

machine learning models can accurately predict a user's level 

of influence on the platform. This can help users identify areas 

for improvement and tailor their content to increase their 

influence. Machine learning has proven to be a powerful tool 

for predicting social media influence by analyzing various 

user-generated data such as the post frequency and 

engagement.  

The motivation behind this research is to contribute to the 

growing body of knowledge on measuring social network 

influence and to provide a more accurate and reliable method 

for predicting Twitter users' influence on a given topic using 

machine learning. This research can have practical 

implications for businesses seeking to optimize their social 

network presence and increase their reach and engagement on 
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the platform. Additionally, this research can provide insights 

into user behavior on social network based on a topic, which 

can help inform future research in the field. 

The paper is organized is the following way: previous works 

are discussed in section 2, section 3 discusses the research 

design, and the results are discussed in the section 4 followed 

by concluding remarks in section 5.  

II.  LITERATURE REVIEWS 

Previous studies have demonstrated the effectiveness of using 

machine learning algorithms to predict social media influence. 

These studies have primarily focused on predicting influence 

on Twitter, as it is one of the most popular social media 

platforms for content creation and sharing. 

 The system proposed by Essaidi et al.[1] makes predictions 

for influential users on Twitter. The various approaches are 

used by the author in order to predict the most influential users 

on Twitter. A comparative study of three approaches to find 

the influential users are: twitter follower and followee 

ratio(TFF), Tunk rank algorithm and influence score. The 

influence score is detected by multiplying the count of 

retweets with the total count of followers and divided by the 

difference between current and the tweet time. During Tunk 

rank algorithm, the influence of a user is determined by the 

expected count of people who will read the retweet and 

original tweet sent by the influencer itself. The TFF ratio 

method finds a ratio between count of followers and count of 

users that it is following. Higher the ratio, higher the influence. 

The method adopted by Qi et al.[2] for twitter sentiment 

analysis is a hybrid approach based on two approaches lexical 

based and machine learning approach. 

The authors in [3] calculate the sentiments by creating a group 

of related topics and then compare it with reference to a given 

topic. They also state that a community of people can have 

similar sentiments. 

The authors in [4][5][6] have used various machine learning 

algorithms like SVM(support vector machine), logistic 

regression, decision tree to find the solution to the sentiment 

analysis. 

The sentiments analysis done by [7] and [8] have also 

considered the significance of semantics or meaning of the 

sentence to determine the sentiment.  

To find the influential communities [10] on social network the 

emotional behaviour of users were determined by text 

categorization of the emotional content of the text posted on 

the social network.  

The authors of [9] have used SVM as a method of text 

categorization and it shows that SVMs performance is better 

than the currently best performing methods and behaves 

robustly over a variety of different learning tasks. 

The paper [11] discusses the method of finding the opinion 

which is based on context of the sentences.  

The previous works were not able to accurately classify the 

words due to sparse data and the sarcasm present in the tweets.  

Thus, the authors in [12] used the hybrid method on the 

opinion mining technique to overcome the problem of sarcasm 

and thus achieve higher efficiency in determining the 

sentiment. 

The authors in [13] have done a detailed study of the various 

methods in identification of influential users. They also state 

how compliance can affect the influential score of a user in the 

social network.  

In [14] it has been shown that automatic accounts can obtain 

high influential scores with no intuitive reason and thus fail at 

distinguishing so-called social capitalists from real, truthful 

users.  

[15] uses a mixed sentiment dictionary concept called  

HowNet which is claimed to have more accuracy than any 

other method to find the sentiments on short text. 

The authors in [16] state that if a message has to become viral, 

it has to either contain a very good or sweet thing about their 

friends or very bad news to the public. This draws the attention 

of the users and thus the diffusion rate will be high. 

The users who promote positive emotions are always active in 

building relationships on the social network as the users on 

twitter share emotions with their followers [17] and positive 

emotions influence the emotional behaviors to user 

relationships in the network.   

Through this work, we are trying to study the behavior of 

various algorithms like SVM, logistic regression, AdaBoost 

etc and find which algorithm performs best for the US airline 

dataset and to find the influential user based on the activity of 

the user in the network. 

III. RESEARCH DESIGN 

The research problem for this study is the difficulty in 

accurately measuring social media influence, particularly on 

Twitter. While there are various metrics used to gauge influence 

on the platform, they can be subjective and do not always reflect 

a user's true impact on the platform. Additionally, the vast 

amount of data generated on Twitter makes it challenging to 

identify the most relevant factors that contribute to a user's 

influence. The primary objective of this research is to develop a 

machine learning model that can accurately identify the 

sentiment of text and classify them into positive or negative 

sentiments and predict Twitter users' influence based on the 

positive sentiment.  
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To achieve this objective, the following sub-objectives have 

been identified. 

• To evaluate the performance of various machine 

learning algorithms in predicting sentiments of the 

users. 

• To compare the performance of the machine learning 

models and identify the most effective approach for 

performing sentiment analysis. 

• To minimize the false positive rate using precision 

score.  

• To provide insights into user behavior on social media 

and how it relates to social media influence. 

By achieving these objectives, this study aims to provide a more 

accurate and reliable method for measuring social media 

influence, which can have practical implications for individuals 

and organizations seeking to optimize their social media 

presence. Additionally, this research can contribute to the 

growing body of knowledge on social media behavior and aid 

future research in the field. 

Fig. 1 shows the process flow to find the sentiment of tweets 

posted by users.  

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Process flow of Twitter sentiment analysis model 

A. Data Cleaning: During data cleaning, null values and 

duplicate tweets are removed from data. The percentage of 

null values is calculated for each variable and those variables 

which have more than 90% of null values are removed from 

the dataset. The percentages of null values in dataset are 

shown in Fig 2. below: 

 

 

Figure 2: Percentage of null values in dataset 

Therefore, ‘tweet_coord', 'airline_sentiment_gold', 

'negativereason_gold’  variables are removed from the data as 

more than 90% of information is not available in the variables. 

B. Exploratory Data Analysis: 

The exploratory data analysis is performed on features to 

obtain the understanding of the dataset.  The data collected is 

between 16th Feb 2015 and 24th Feb 2015. The highest number 

of tweets was sent on 22nd Feb 2015. The highest numbers of 

tweets are available for United airlines which indicates the 

highest popularity of the airline. It was observed during EDA 

that US Airways, United and American airlines have highest 

dissatisfied customers whereas Virgin airlines have least 

negative sentiments and the customers are mostly dissatisfied 

due to customer service for all the airlines. 

The word cloud is built to know the frequency of words in the 

tweets as shown below. Fig.3 shows the word cloud of the 

words contributing to the positive sentiment. Fig. 4 shows the 

word cloud of the words contributing to the negative 

sentiment. 

 

 Figure 3: Word cloud for positive sentiment 
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Figure 4: Word cloud for negative sentiment 

The purpose of building a word cloud is to figure out the 

words with maximum frequency in the tweet. It is evident 

from the word cloud in fig. 3 that some words occurs more in 

tweets with positive sentiments i.e. thank, great, good, flight, 

whereas the tweets with negative sentiments as shown in fig. 4 

have common query words like help, time, hold, cancelled, 

hour etc. These words can be used by the model to identify the 

positive and negative sentiments for airlines. 

Finding the sentiments of a tweet involves the following 

stages: 

• Pre-processing: The neutral sentiment data points are 

removed because they do not indicate the positive or 

negative sentiment towards an airline.  

• Removal of stopwords: Stop words are those words 

in the text which do not add any meaning to the 

sentence and their removal will not affect the 

processing of text for the defined purpose. They are 

removed from the vocabulary to reduce noise and to 

reduce the dimension of the feature set. After 

cleaning the tweets, the dataset is split into training 

and test set in the ratio of 70:30. 

• Bag of words: This method does not take into 

account the positioning of the words, and only 

tokenizes if a given string contains the word or not. 

We can do this with Keras’ tokenizer, through the 

texts_to_matix() method. This gives us a matrix, with 

each column corresponding to a given word, and each 

row contains an indicator, showing if the text for this 

row contained that word or not. 

• Tokenisation: In tokenisation, we focus on 

preserving the order of the words. We can use the 

texts_to_sequences() method of Keras’ tokeniser to 

achieve this. This method generates a sequence of 

integers, with each unique integer corresponding to 

the word used at this point in the Tweet. The number 

of unique integers is defined by the corpus size of the 

tokeniser, which is determined when defining the 

tokeniser. If one of the words used is not in the 

corpus, it is ignored. Usually we choose a relatively 

large corpus, so we only miss out on information 

from rare words that we would struggle to learn the 

meaning of anyway.  

To find the influence of users based on a positive sentiment for 

a given topic (US Airline) on the social network like twitter 

involves two stages: 

• Sentiment analysis: Machine learning algorithm 

using six classification algorithms (Decision Tree, 

Support vector Machine, K-Nearest Neighbour, 

Random Forest, Logistic Regression, Naive Bayes, 

Ada Boost and Gradient Boosting). The number of 

estimators for random forest model are 200 and 5 

nearest neighbours are selected for KNN algorithm. 

The SVM model has used RBF (Radial Basis 

Function) kernel and C parameter has value 0.25. The 

Adaboost classifier had used Decision tree as base 

estimator with a depth of 18 and number of 

estimators as 10. The gradient boosting model had 

used 100 number of estimators, learning rate of 1 and 

maximum depth of 4. The F-Score, Accuracy, 

Precision, and Recall are considered as performance 

metrics. 

• Influencer Ranking: A ranking system will be 

created using a condition based on number of 

followers and positive or negative sentiment towards 

the influencer. In the proposed method, the top 10 

influencers were identified by popularity of the user. 

The popularity of each user is determined by 

calculating the total number of tweets and total count 

of retweets. The user with highest number of total 

tweets is assigned as highest in the popularity 

assessment.  Another method for ranking can be 

based on time difference between a tweet and retweet 

where minimum response time will be assigned 

higher rank as compared to those tweets with more 

response time. 

IV. RESULTS AND DISCUSSION  

A.  Logistic Regression: The logistic regression has achieved 

an overall accuracy of 91%. The classifier is able to classify 

the 91% of negative sentiments correctly among all samples of 

negative sentiments. It is able to correctly predict the negative 

sentiments with a precision of 98%. Fig. 5 shows the above 

claimed results. 
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Figure 5: Results from logistic regression 

B. Multinomial Naïve Baye’s: The Naïve Baye’s algorithm has 

achieved an accuracy of 84% in classifying the classes. The 

classifier is able to classify the negative sentiment classes 

correctly with an accuracy of 83% and 100% precision. The 

model has higher percentage of false negatives and 0 false 

positives as no positive sentiment is wrongly classified as 

negative sentiment. Fig. 6 shows the above claimed results. 

 

 

Figure 6: Results from Multinomial Naïve Baye’s 

C. Decision Tree: The Decision Tree model can classify the 

classes with an accuracy of 85%. The classifier is able to 

classify the negative sentiments classes correctly with an 

accuracy of 85%. The recall score and precision for negative 

sentiments, of the model are 90% and 92% respectively 

indicating higher false negatives as compared to false 

positives. Fig. 7 shows the above claimed results. 

 

Figure 7: Results from Decision Tree classifier 

D. Random Forest classifier: The Random Forest model can 

identify the classes with an overall accuracy of 90%. The 

classifier is able to classify the negative sentiment classes 

correctly with an accuracy of 90% where only 10% of 

negative sentiments are wrongly predicted as positive 

sentiment. The precision is 97% indicating that only 3% of 

positive sentiments are wrongly predicted as negative 

sentiment. Fig. 8 shows the above claimed results. 

 

Figure 8: Results from Random Forest classifier 

E. KNN: The KNN model can identify the classes with an 

overall accuracy of 88%. The classifier is able to classify the 

negative sentiment classes correctly with an accuracy of 92% 

and the precision is 92% indicating that only 8% of positive 

sentiments are wrongly predicted as negative sentiment and 

vice-versa. Fig. 9 shows the above claimed results. 

 

Figure 9: Results from KNearest Neighbour 

F. SVC: The SVM model can identify the classes with an 

accuracy of 80%. The classifier is able to classify the negative 

sentiment classes correctly with an accuracy of 80% where 

20% of negative sentiments are wrongly predicted as positive 

sentiment. The precision is 100% indicating that no positive 

sentiment is wrongly predicted as negative sentiment. Fig. 10 

shows the above claimed results. 

 

Figure 10: Results from Support Vector Machine 

G. Gradient Boosting: The Gradient Boosting model can 

identify the classes with an overall accuracy of 87%. The 

recall and precision of the model is 91% and 94% respectively 

indicating the higher count of false negatives than false 

positives. Fig. 11 shows the above claimed results. 

 

Figure 11: Results from Gradient Boosting 
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H. AdaBoost classifier: The Ada Boost model can identify the 

classes with an overall accuracy of 87%. The classifier is able 

to classify the negative sentiment classes correctly with an 

accuracy of 91% where only 9% of negative sentiments are 

wrongly predicted as positive sentiment. The precision of the 

model is 93% indicating that only 7% of positive sentiments 

are wrongly predicted as negative sentiments. Fig. 12 shows 

the above claimed results. 

 

 

Figure 12: Results from AdaBoost classifier 

The performance comparison of all the above algorithms 

which are considered for study is stated in the table 1 below. 

Table 1: A comparison of different ML models 

 

 

 

 

 

 

 

 

A comparative study of the efficiency of proposed system     

with paper proposed by Qi et al. [2] is tabulated below in table 

2. 

A comparison of proposed model with respect to twitter 

sentiment model in existing research paper as displayed in 

Table 2. It is observed that proposed Logistic Regression 

model had achieved better performance on following metrics: 

F1-score, accuracy, recall, and precision than the Support 

Vector Machine model described in paper [2]. The logistic 

regression model has higher precision of 98% specifying the 

lesser false alarm rate and better recall of 91% specifying the 

lesser count of false detection of negative sentiments as 

positive. Also, the model was evaluated on other metrics i.e. 

accuracy and F1-score parameters where the highest accuracy 

and high F1 score of 91% and 94% is achieved respectively. 

The overall performance of the proposed model is better than 

SVM based model discussed in paper [2]. 

 

Table 2: A comparison of proposed framework with previous 

research work 

 

 

 

 

 

A comparison has been made for the accuracy achieved by 

various models for classification of tweets and it was observed 

that logistic regression has achieved highest accuracy as 

compared to all other models. Fig. 13 shows that Logistic 

Regression has the highest accuracy. 

 
Figure 13: A comparison of accuracy of all ML models 

Twitter user influence: The most influential users with respect 

to airlines are identified based on the popularity. The 

popularity is detected by calculating the total number of tweets 

and retweets by each user. The higher the count of tweets and 

retweets indicates more influence the user has on the topic. 

Fig.14 shows the top 10 influential users according to the US 

airline dataset. 

 
Figure 14: Top 10 influential twitter users 

Performance 

Metrics 

Accuracy Recall Precision F1-

score 

Logistic 

Regression 

91% 91% 98% 94% 

Multinomial 

Naïve Baye’s 

84% 83% 100% 91% 

Decision Tree 85% 90% 92% 91% 

Random Forest 90% 90% 97% 94% 

KNN 88% 92% 92% 92% 

SVM 80% 80% 100% 89% 

Gradient Boost 87% 91% 94% 92% 

Ada Boost 87% 91% 93% 92% 

 

Performance 

Metrics 

Proposed Model Paper [2] Qi et al. 

 Logistic Regression Support vector 

machine 

Accuracy 91% 71% 

Recall 91% - 

Precision 98% - 

F1-score 94% - 
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V.  CONCLUSION   

The sentiment analysis is a useful tool for understanding the 

public opinion on Twitter. Machine learning algorithms can be 

used effectively for sentiment analysis on Twitter, with high 

levels of accuracy and precision.  

Different feature sets and machine learning algorithms can yield 

different results in sentiment analysis. Therefore, careful 

selection of features and algorithms is critical to achieving 

accurate results. In the proposed system Decision Tree, Support 

vector Machine, K-Nearest Neighbour, Random Forest, Logistic 

Regression, Naive Bayes, Ada Boost and Gradient Boosting 

models are used. Among them, logistic regression model 

achieved highest accuracy of 91% with recall score of 91%, 

precision of 98% and F1-score of 94%. 

User influence on Twitter can be measured using a combination 

of metrics such as the number of followers, retweets, and 

mentions. In the proposed system, the user influence is 

identified by measuring the popularity of each user. The 

popularity is calculated by obtaining the total count of tweets 

and retweets for each user. The user influence is positively 

correlated with sentiment polarity, meaning that users with more 

positive sentiment tend to have more influence on Twitter.  

In future, various feature selection techniques like random 

forest, XgBoost can be used to improve accuracy. The hyper-

parameter tuning to obtain the optimal hyper-parameters is 

another aspect which can be explored to improve the efficiency 

of model. 
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