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Abstract— With virtual information, cloud computing has made applications available to users everywhere. Efficient asset workload 

forecasting could help the cloud achieve maximum resource utilisation. The effective utilization of resources and the reduction of datacentres 

power both depend heavily on load forecasting. The allocation of resources and task scheduling issues in clouds and virtualized systems are 

significantly impacted by CPU utilisation forecast. A resource manager uses utilisation projection to distribute workload between physical 

nodes, improving resource consumption effectiveness. When performing a virtual machine distribution job, a good estimation of 

CPU utilization enables the migration of one or more virtual servers, preventing the overflow of the real machineries. In a cloud system, 

scalability and flexibility are crucial characteristics. Predicting workload and demands would aid in optimal resource utilisation in a cloud 

setting. To improve allocation of resources and the effectiveness of the cloud service, workload assessment and future workload forecasting 

could be performed. The creation of an appropriate statistical method has begun. In this study, a simulation approach and a genetic algorithm 

were used to forecast workloads. In comparison to the earlier techniques, it is anticipated to produce results that are superior by having a lower 

error rate and higher forecasting reliability. The suggested method is examined utilizing statistics from the Bit brains datacentres. The study 

then analyses, summarises, and suggests future study paths in cloud environments. 

Keywords: Cloud environment; Genetic algorithm; CPU Workload Forecasting; Seasonal Genetic algorithm; Resource management. 

 

I. INTRODUCTION 

With the virtualisation of physical resources in 

computer servers, cloud computing is a web-based virtual 

environment that could offer end users on-demand operations 

[1]. Owing to multitenant usage, shifting workload constraints, 

and increasingly complicated systems, resource monitoring is 

frequently a challenging operation in an information centre. 

Workloads in today's computer servers are largely non-linear. 

According to an IBM research, for example, cloud workloads' 

aggregate Central processing unit and memory consumption 

ranges from 17.76percent to 80 Percent [2]. With cloud 

computer servers, there is a significant resources inefficiencies 

because a cluster's Central processing unit and memory 

utilisation cannot surpass 60%, per a Google research [3]. 

Because of the workload's non-linear user activity, the quality 

of services is reduced, efficiency is unpredictable, and power 

utilization is excessive. Moreover, it drives up operational 

expenses and reduces profit for service operators. Resource 

utilisation must be optimised because data centres are costly to 

set up and maintain. Increased capacity utilization as well as 

lower running expenses could be achieved while maintaining 

the application's Quality of Service using a smart resource 

forecasting technique. 

Based on extensive historical workloads, a projection 

system generates predictions regarding future need for a certain 

resource, such as Central processing unit, storage, disc, and 

networks. These forecasts could help with resource 

management choices including resource provisioning and 

Virtual machine aggregation as well as non-linear resource 

usage and power consumption in computer servers. For 

example, an effective resource allocation could be handled by a 

resource provisioning system depending on these future 

findings. Moreover, choices might be more pro-active than the 

existing reactive methods. In this context, CPU workload 

forecasts using ML algorithms are possible [4]. Since they are 

founded on actual information and have the ability to gain 

insight into extremely non-linear workload patterns brought on 

by numerous parameters in data centre systems, ML-based 

forecasts are the best option. Current resource forecasting 

studies concentrate on memory and central processing unit 

utilisation and disregard required provisioned resources like 

storage and central processing unit [5] [6]. These supplied 

resources significantly increase the amount of power utilized 

when a novel virtual machine is instantiated on a server [7]. 

Moreover, they disregard resource measurements like disc 

throughput, that directly affects a host's power utilisation [8]. 
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When combining virtual machine instances to conserve 

resources, networking performance is a crucial measure to take 

into account [9]. Moreover, a variety of methods based on 

machine learning have been employed to complete this 

research, but no single approach is effective at handling all non-

linear workloads. In predicting both provisioned and utilised 

non-linear workloads with different metrics, such as 

provisioned Central processing unit, provisioned memory, 

Central processing unit workload utilization, memory 

consumption, disc throughput, and network throughput, it might 

be beneficial to implement an Standard genetic 

algorithm method that involves several learning algorithms. 

I. Energy assessment, together with workload predictions, is 

essential to data centre resources planning. Data centre 

operators want to reduce entire energy usage through efficient 

utilization of resources because power utilisation is a major 

problem in computer servers. In contemporary computer 

servers, hosts are equipped with a range of monitors to keep an 

eye on power consumption [10]. Recent studies have 

concentrated on estimating the electrical usage for every virtual 

machine utilizing different energy frameworks. Calculating the 

power usage of virtual machine at the software level is 

challenging, though. For illustrate, the occurrences generated 

by every virtual machine on each core's last level caches are 

used to calculate the power usage of storage [11]. Determining 

the power of every Virtual machine is a challenging process 

because it needs to gather these information from last-level 

caches to estimate power usage  [12]. Consequently, researchers 

decided to look at characteristics of comparable Virtual 

machines in various energy-consumption phases rather than 

computing power for every Virtual machines. In order to 

accomplish this, the accessible power utilization characteristics 

are examined, and Virtual machine with comparable patterns 

are found using genetic algorithm. 

II. PROBLEM ISSUES IN CLOUDS  

Recent years have seen tremendous growth in the field 

of cloud services, which is now becoming a commercial reality. 

The system hasn't been developed properly yet, though. There 

remain a few things that require attention. 

• Task scheduling 

• Resource management  

The primary issues with grids and cloud technology 

both revolve around task management and resources provision. 

In the field of Information Technology, cloud computing is an 

innovative technique. The cost-benefit of different computing 

platforms is influenced by how frequently network operators 

deliver cloud resources to customers. Nonetheless, a variety of 

academics have provided a large number of task allocation 

methods, which are explored in relevant literature. 

In this article, a more accurate CPU workload 

prediction technique using genetic algorithm (GA) is presented 

to It primarily uses Bit brains statistics, that comprises the 

provided and utilised resources efficiency of thousands of 

virtual machines deployed across many Clouds.  For two 

tasks—predicting workloads and estimating the power 

condition of virtual machines— each offer a predicting 

proposed framework [13]. The Forecasting Mechanism is 

currently being implemented in this article. The primary 

findings of this study, in brief, are as described in the following: 

Utilizing characteristics made up of resources that have been 

allocated and used from a remote data centre that hosts the 

cloud, it investigates genetic algorithms for workload 

forecasting in nonlinear settings. Assessment methods 

including provisioned Central processing unit, RAM, memory 

and central processing unit utilisation, disc throughput, and 

network throughput are among the characteristics. It offers an 

innovative method for estimating the energy state at the VM 

level based on Virtual machine characteristics which might 

have an influence on power usage. The evolutionary algorithms 

have the lowest Root mean square error values for all 

characteristics in the CPU workload forecasting methods. The 

two main categories of resource management techniques are 

proactive as well as reactive. The proactive approach is simpler 

and more successful. There could be a few instances of 

inconsistent allocation of resources. 

• Over-provisioning: Additional resources are given to 

processes 

• Under-provisioning: Insufficient resources have been 

allocated for the active processes to function. 

• Oscillation: Combination of the first two states 

III. RELATED WORKS 

Because of differences in the demanding workloads, 

cloud resource management needs complicated regulations and 

judgements to guarantee the proper utilisation computational 

power. In cloud systems, choosing the proper resource 

consumption isn't a simple easy decision to make. In order to 

appropriately predict the required resources, an effective 

resource forecasting system could be very useful in cloud 

resource administration. In this research, offer an ensembles 

CPU load forecasting approach that employs a Bayesian 

information parameter to choose the most suitable constituent 

model for every time frame according to cloud resource 

utilisation record. Moreover, use a pair of smooth filters to 

lessen the influence of anomalies on the recorded data sets. 

Researchers also provide a structure for handling cloud 

resources that includes a forecasting module to even more 

precisely forecast resource consumption. The experimental 

outcomes using the CoMon project's database show which the 
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suggested method outperforms previous process that 

determines techniques in regards to precision. Yet, the 

difference between the inaccuracy gain brought on by omitting 

one of the estimation techniques and excluding other 

forecasting model is not appreciably distinct [14]. 

  The ability to anticipate Central Processing 

Unit utilisation of physical computers in cloud information 

centres is still difficult, and very little has been researched in 

this area. The purpose of this paper is to introduce the DP-

CUPA, a deep belief network and particle swarm optimization-

based Central Processing Unit consumption forecasting system. 

There are 3 main phases in the DP-CUPA. The historical 

Central Processing Unit utilization statistics are initially pre-

processed and standardised. After that, the grey and 

autoregressive algorithms are developed to serve as the basic 

estimation techniques and to add more input data to the Deep 

Belief Network training process. Lastly, the Deep Belief 

neural network is trained to forecast CPU utilisation and the 

Swarm optimization is utilised to evaluate the Deep neural 

characteristics. With the help of numerous experimentations 

and a real database of Google cluster utilization traces, the DP-

effectiveness CUPA's is assessed. Yet, the PSO's limits and the 

disruption brought on by the supplementary information 

produced by the fundamental forecasters AR and GM [15]. 

Because of load changes, Software as a Service cloud 

services find it challenging to anticipate future resource 

requirements and, as a result, to deploy the necessary resources. 

In addition, cloud computing platforms have a huge number of 

virtual machines, that makes the forecasting issue more 

challenging owing to correlations in the massive amounts of 

workloads information stored in these Virtual machines. 

Because of this, precise resource utilisation prediction is still 

difficult, and only a small number of research have looked at 

how to anticipate central processing unit  usage for virtual 

machines in cloud computing environment. In accordance with 

the concept of autonomous computation and a deep learning 

technique, this study suggests an intelligent and autonomous 

workload prediction model for cloud resource supply. In 

specifically, researchers present an effective deep learning 

algorithm based on a diffusion convolutional recurrent neural 

network that could be used to forecast future demands for 

central processing unit consumption and evaluate how to adapt 

to workloads changes in the upcoming interval. Because of the 

prevalence of inconsistent and nonlinear workloads in systems 

that use cloud computing, current deep learning algorithms that 

are frequently used couldn't indeed manage reliable real-time 

forecasting. The suggested deep learning algorithm aims to 

increase prediction precision and reduce the discrepancy among 

workload predictions and real demands. Utilizing trials on a 

real-world dataset of PlanetLab's central processing unit usage 

traces, the efficacy of the suggested DCRNN-based deep 

learning model was assessed. According to the data, the 

suggested method significantly outperformed than other deep 

learning algorithms already in usage, with a mean absolute 

percentage error and a root-mean-square error. However, the 

effectiveness of the suggested approach may differ in the event 

of workloads with a random process that are highly erratic [16]. 

One of the main features associated with cloud 

technology is flexibility, which draws a lot of Software as a 

Service suppliers to it in hopes of lowering the price of their 

services. By dynamically allocating and releasing 

computational assets in accordance with actual computation 

complexity, costs are minimised. The Service Level Agreement 

may be broken, nevertheless, if additional virtual capabilities 

are launched slowly. As a result, scaling up computing assets 

beforehand draws considerable interest when it comes to cloud 

provisioning predictions. The majority of current techniques, 

though, do not take multi-seasonality in cloud operations into 

account. This study suggests an approach for cloud resource 

provisioning assumption based on the Holt-Winters exponential 

smoothing technique. HoltWinters' exponential smoothing 

technique is extended in the suggested method to estimate cloud 

workloads with multiple seasonal changes. By using the 

Artificial Bee Colony algorithm to refine its characteristics, the 

suggested algorithm's accuracy of the model has increased. The 

effectiveness of the proposed methodology has been assessed 

and contrasted with double- and triple-exponential smoothing 

techniques. The findings demonstrate that the suggested 

algorithm is better competing techniques. Yet, in some 

circumstances, gaps among events might vary and must be 

taken into account when making predictions [17]. 

The rivalry for end customers among Cloud providers 

delivering comparable services increases as businesses switch 

from desktop programmes to cloud-based Software as a Service 

applications installed on public Clouds. Cloud-based businesses 

must provide their consumers with high-quality service to 

thrive in this cutthroat industry. Otherwise, they run the danger 

of losing customers to rivals. Yet, because workloads change 

over the course of time, it's occasionally difficult to achieve the 

quality service with an economical quantity of resources. This 

problem is fixable using proactive dynamic resource 

provisioning, which could also predict the future resources 

application demands and assign those assets prior to reducing 

them when they're no longer needed. In this article, researchers 

demonstrate how an ARIMA-based Cloud workload 

forecasting component for Software solutions was 

implemented. Using actual traces of web server queries, 

researchers present the prediction built on the ARIMA 

framework and assess its reliability of prospective workload 

forecasting. We also assess how the acquired accuracy affects 
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resource utilisation effectiveness and quality of service. 

According to simulated findings, the system could accomplish 

a median precision, that leads to efficient resource use with little 

negative influence on QoS. Nevertheless, creating new virtual 

machines  takes time [18]. 

The flexibility of cloud technology enables cloud 

service providers to effectively manage high processing and 

storage demands. Maintaining an appropriate level of cloud 

utilisation and service-level agreement requires proactive 

allocation of cloud workloads. It's necessary to forecast 

resource requirements for a few minutes in advance to solve 

issues like delay associated with newer virtual machine setup, 

energy reduction, and effective resource provisioning. Due to 

the extremely dynamic nature of cloud activities, Processor and 

memory utilisation changes widely. Moreover, there is a 

significant forecasting errors and inaccurate outcomes with the 

current forecasting models. Thus, an unique tuned support 

vector regression (TSVR) technique that precisely chooses 3 

SVR characteristics utilizing a hybrid genetic algorithm and 

particle swarm optimization method is suggested in this work. 

The approach incorporates a chaotic sequence to increase 

prediction precision and avoid early convergence at the same 

time. Researchers conducted a simulation research utilising 

Google cloud traces to show the prediction precision of the 

TSVR algorithm. The simulation findings demonstrate that, in 

accordance of accepted measures, the suggested tuned support 

vector regression approach outperforms more traditional 

models in terms of predictive accuracy. Unfortunately, it was 

unable to accurately estimate some large changes in workload 

[19]. 

The autoregressive integrated moving average model 

finds linear elements in the Processor and storage use 

characteristics in the cloud records. The artificial neural 

network employs the residuals from the autoregressive 

integrated moving average model to identify and amplify 

nonlinear elements in the traces. Using both linear and nonlinear 

elements, the resources use patterns are anticipated. The 

Savitzky-Golay filter derives a variety of projected numbers 

from the expected and historical values. In a cloud environment, 

point value forecasting might not be the most effective 

technique for projecting multi-step resource use. The estimating 

error could be mitigated by including a variety of possible 

standards. To deal with the mistake caused by overestimating 

or underestimating memory and central processing unit 

consumption, researchers utilize the method described by 

Engelbrecht HA and van Greunen M. Statistically based 

evaluation makes use of the predictive performance utilizing 

BitBrain and Google's 29-day trail. However, due to the 

accumulating of forecast errors, it may not always be the case 

[20]. 

A growing number of businesses are moving their 

operations to cloud data centres as a commonly utilized 

Technology solution. To attain a high level of service quality 

for their customers, cloud service suppliers must give benefits 

for cloud computing that are both flexible and expense. The 

demands of Virtual Machines vary over time, which makes it 

difficult for Cloud computing services to achieve Quality of 

service with cost-effective resources. To effectively manage 

cloud resources, it is imperative to offer a reliable approach for 

task scheduling for virtual machines. In this research, 

researchers first evaluate the effectiveness of certain typical 

modern load estimation techniques. In order to give sufficient 

time for task scheduling based on anticipated workload, we 

recommend a strategy that involves conducting the forecast a 

specific amount of time before the projected time point. 

Researchers offer a clustering-based workload forecasting 

strategy that initially groups all the jobs into various classes and 

then trains a forecasting model for every group separately in 

order to further increase predictive performance. The results of 

the trace-driven trials using the Google cluster trace show that 

the workloads forecasting techniques that utilize clustering 

outperforms existing comparative approaches and increase 

forecast accuracy to almost 90percentage points in both 

memory and CPU resources. The greater parameter, though, 

results in much more expensive testing and training period [21]. 

To meet current obligations, a prominent technique for 

inferring complex multidimensional data from cloud settings is 

workload forecasting utilizing Deep Learning. Both the 

structure and the information's accuracy affect the model's 

overall performance. As a result, the data used to train the 

approach has to be of a high standard. Existing studies in this 

field, however, may have relied on a single source of 

information or have neglected to consider the necessity of 

uniformity for objective and reliable analysis. The effectiveness 

of Learning algorithms decreases as a consequence. The 

paper presents a technical indicator of exploiting the time series 

characteristics of actual workload from the Standardized 

Workload Format's Simultaneous Workloads Archives utilising 

deep learning frameworks such as Recurrent Neural Networks, 

Multilayer Perception, Convolutional Neural Networks and 

Long Short-Term Memory. The Mean Absolute Error and Root 

Mean Squared Error error metrics are utilized to assess the 

robustness of such algorithms. The results show that, when 

contrasted to the other methods, the Long Short-Term Memory 

model performs the best. Moreover, to the extent possible, the 

literature lacks significant information on the use of DL to task 

scheduling in systems that use cloud computing. 

Researcher’s offer a thorough foundation on resources planning 

and load forecasting utilising DL to solve these problems. 

Finally, we compare several bodies of work's models, error 

measurements, and data sources. Nevertheless, the approaches 

http://www.ijritcc.org/
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examined as a whole appear to have inherent flaws in terms of 

the restricted hybrid modelling configurations, the ignorance of 

the simulation model, as well as the constrained selection of 

datasets mostly due to accessibility [22]. 

In this requirement, researchers use the MSaDE 

learning method, an improved form of the differential evolution 

technique, identifying cloud workloads utilizing artificial neural 

networks. The artificial neural network forecasting proposed 

based on MSaDE approach is evaluated with two test scenarios 

for the works have proposed of National Aeronautics and Space 

Administration server and Saskatchewan servers at varied look-

ahead periods. In order to show the increased accuracy of 

training the neural network-based prediction prototype to 

employ the MSaDE approach, training is carried out using both 

the self-adaptive evolutionary algorithm technique and the 

backpropagation neural technique. Designers examined the root 

- mean - square squared error across all forecast ranges and the 

mean root mean error function. The results show that, when 

contrasted to certain other methodologies, the MSaDE-based 

neural network-based forecasting method predicts cloud 

workloads more precisely. The suggested artificial neural 

network proposed methodology, which increased the artificial 

neural network model's effectiveness as well as accuracy rate 

for the purpose of forecasting future workloads, is trained using 

the MSaDE method. However, this process requires a lot of 

time [23]. 

The CPU Workload prediction methodologies 

literature review is displayed in Table 1 below. As a conclusion, 

it indicates that the suggested approach outperforms the already 

employed methods. 

IV. MATERIALS AND METHODS     

IV.I Data Collection  

Rnd information set was employed to perform the 

projection in this research. This is a summary of the collected 

database. The database comprises the statistical information of 

1,750 virtual machines from a distributed Bitbrains datacentre. 

Bitbrains is a service operator with a focus on regulated hosting 

and enterprise solutions compute. Many large financial 

institutions and credit card issuers are among the clients. In this 

work, a Python software was employed to acquire the 

stimulation outcome. The descriptions of varying factors in 

cloud settings are shown in Table 2. According to the month 

that the measurements are collected, the records in the Rnd 

directory are divided into 3 sub-directories. Every file has a 

row-based structure, where every row indicates an efficiency 

parameter measurement. The “; \ 𝑡"  character divides every 

column in a row. In this work, a Python software was employed 

to acquire the stimulation outcome [24]. 

Table 1: Description of various parameters in cloud environments 

Parameters Description 

Timestamp No. of milliseconds since 1970-

01-01 

 

Network transmission and 

reception rate 

In terms of Kilobytes per 

seconds 

Memory provisioned The amount of virtual machine 

storage in Kilobytes 

CPU capacity provisioned The quantity of cores times the 

velocity per core determines 

the Processors' performance in 

Megahertz 

CPU usage In terms of Megahertz and 

Percentage 

Memory usage The amount of currently 

utilised storage in Kilobytes 

Disk read and write rate In terms of Kilobytes per 

seconds 

CPU cores Amount of allocated virtualized 

Central processing unit cores 

 

IV.II Proposed Methodology  

A resource manager uses utilisation projection to 

distribute workload between physical nodes, improving 

resource consumption effectiveness. When performing a virtual 

machine distribution job, a good estimation of CPU utilization 

enables the migration of one or more virtual servers, preventing 

the overflow of the real machineries. In a cloud system, 

scalability and flexibility are crucial characteristics. Predicting 

workload and demands would aid in optimal resource utilisation 

in a cloud setting. To improve allocation of resources and the 

effectiveness of the cloud service, workload assessment and 

future workload forecasting could be performed. The operation 

of the suggested prediction model is the main topic of this 

section in this study, a simulation approach and a genetic 

algorithm were used to forecast workloads. The outcome of the 

CPU workload estimator and the data centre’s present 

condition. Fig. 1 depicts the suggested system's workflow. 

 
Figure 1: Workflow of the proposed System 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 5s 

DOI: https://doi.org/10.17762/ijritcc.v11i5s.7046 

Article Received: 02 March 2023 Revised: 28 April 2023 Accepted: 12 May 2023 

___________________________________________________________________________________________________________________ 

 

375 

IJRITCC | May 2023, Available @ http://www.ijritcc.org 

Pre-processing 

The measured time-space for Virtual machine usage 

for the suggested technique is saved in historical workload 

statistics and utilized as parameters for the forecasting model 

utilizing the genetic algorithm. The data comprises Central 

processing unit and memory utilisation rates. During training 

the network, the required information is taken into account as 

Virtual machine utilisation, which combines memory and 

processing power usage. The statistics are initially aggregated 

as part of the pre-processing procedure to create a distinct time 

interval. Utilizing received information from a database and the 

min-max normalisation technique, the following step. Equation 

1 was used to normalise both memory and CPU usage in this 

case to a range of (0,100). Dataset is divided into two databases, 

referred to as the training sample and evaluation database, after 

being pre-processed. Throughout the entire dataset, 80percent 

of the information is utilised for training, and the leftover 

20percent is employed to assess the forecasting accurateness 

over 2 stages. 

𝑉̀𝑗 =
𝑣𝑗−𝑣𝑚𝑖𝑛𝑖𝑚𝑢𝑚

𝑣𝑚𝑎𝑥𝑖𝑚𝑢𝑚−𝑣𝑚𝑖𝑛𝑖𝑚𝑢𝑚
    

 (1) 

Genetic Algorithm Approach 

The Genetic Algorithm is a reliable optimisation 

metaheuristic technique that is motivated by natural as well as 

biological decisions based on Darwin's theory of survival [25]. 

The Genetic Algorithm is independent of any particular 

conceptual reality and without any assumptions like linearity, 

steady, or homogeneity. Chromosomes, a demographic set, 

fitness criteria, mutations, and selection procedures are all 

involved. This offers a collection of chromosome-based 

solutions known as demographics. In accordance with the belief 

that the newly generated community would be superior to the 

older demographic, the solutions from one population are 

employed to create a new group. Also, according to the fitness 

value, alternatives are selected to generate innovative solutions. 

The aforementioned process would be continued until the final 

population's quantity of offspring matches the number of 

individuals in the starting community. These procedures 

employ the genetic operations mutations and crossovers. In this 

investigation, the mutation and crossover probabilities were 

both set to 0.01 for both the double point crossovers and 

Gaussian metaheuristic algorithms. Even though the 

fundamental principles of utilizing GA to solve optimization 

problems are the same, differing requirements could affect how 

the procedure is carried out. The optimality of the resultant 

solution generated by a specific algorithmic implementation is 

largely dependent on selecting the appropriate genetic 

characteristics. The population size, maximum epoch, elitism 

ratio, mutation rate, crossovers rate, and other fundamental 

characteristics would all be present in every GA research. 

 The genetic algorithm's overall flowchart is displayed in 

Figure 1. The following list includes the Genetic Algorithm's 

required measures: 

step 1: initiate: chromosomes should be created via random 

populations. 

step 2: fitness: find out how each chromosome's fitness value 

functions in its populations. 

step 3: new population: the procedures that are given below 

should be followed to establish a new demographic. 

selection: recognize two parental chromosomes from such a 

group of people based on their fitness. 

crossover: cross the parents in order to produce a new-born 

spring, with the potential for a crossover. in the absence of 

crossovers, children are identical replicas of their families. 

mutation: create new progeny with a chance of mutation at 

every gene. 

accepting: in the new population, locate new offspring. 

step 4:  replace: utilize the newly established demographic for 

the algorithm's subsequent iterations. 

step 5:  test: the optimum result for the present demographic 

would halt and then resume whenever the ended prerequisites 

are met. 

step 6: replace: utilize the newly established demographic for 

the algorithm's subsequent iterations. 

step 7: loop: return to step 2. 

 

 
Figure 2: Workflow model of Genetic algorithm 
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Seasonal Genetic Algorithm (SGA) 

A modification on the standard Genetic Algorithm 

(GA) known as the Seasonal Genetic Algorithm (SGA) adds a 

seasonal element to enhance its effectiveness in resolving 

optimization issues. In Seasonal Genetic Algorithm, every cycle 

of the population of feasible solutions corresponds to a seasonal 

as it changes through duration. This method's goal is to give the 

algorithm a periodicity that corresponds to the seasonal 

variations seen in many real-world challenges. Similar to a 

conventional Genetic Algorithm, the population of feasible 

solutions in Seasonal Genetic Algorithm is randomly initialised 

and then iteratively evolves over a number of decades.  Every 

candidate solution is assessed utilizing a fitness value at the 

conclusion for every iteration, and the top solutions are chosen 

to make up the following generation. The procedure is 

repeatedly carried out in Seasonal Genetic Algorithm, for each 

cycle standing in for a season. The fitness feature might change 

with every season to account for the shifting weather patterns. 

Seasonal Genetic Algorithm may adapt to shifts in the challenge 

space over time by including a seasonal component, and it is 

especially useful in issues where the ideal solution shifts over 

time or is impacted by various influences that fluctuate 

periodically.  

To determine the fitness of chromosomal as well as the 

𝑠𝑜 , the research has created an aggregate function. The 

suggested aggregation functions model is illustrated in equation 

(2), wherein I represents a chromosome's genes for 𝑢 =

 1, 2, 3, 4, and I measures the importance of 𝑠𝑢 in calculating 𝑠𝑜 

for every one of the four criterion evaluations. In the range [0, 

1], every 𝛿𝑢 is a numerical value that was created at random. 

The weight vector ∑ 𝛿𝑢𝑠𝑖  of the criterion evaluations is the 

numerator in the right-hand side of. To allow for the possibility 

that the criterion evaluations had varying degrees of effect on 

the 𝑠𝑜, the numerator is computed by dividing with ∑ 𝛿𝑢 . To 

avoid situations in which all the values of 𝛿𝑢  were “0”, the 

variable one was inserted. The 𝑠𝑖  that seems to be nearer to 𝑠𝑜 

may benefit more from the normalisation procedure. 

𝑠𝑜 =
∑ 𝛿𝑢𝑠𝑢

4
𝑢=1

√∑ 𝛿𝑢+14
𝑢=1

   (2) 

The fitness ratio of every chromosomal in the 

demographic must be calculated in order to train the conceptual 

approach utilizing the GA, as was previously described. With k 

representing a specific characteristic and 𝑠𝑣  a being the 𝑣 − 𝑡ℎ 

average rating from the data source, fitness value in equation 

(3) is employed to compute the inaccuracy created by every 

chromosomal depending on the root mean square 

error calculation technique. 

𝑓 = √1
𝑚⁄ ∑ (𝑠𝑐

𝑣 −
∑ 𝛿𝑢𝑠𝑢

4
𝑢=1

√∑ 𝛿𝑢+14
𝑢=1

)

2

𝑚
𝑣=1  (3) 

The GA-based method now demands a standard 

explanation for the fundamental genetic processes since it has 

the aggregating and fitness functions. The chromosomes' genes 

have been altered employing a switch process that randomly 

selects two copies of each gene from each chromosomal and 

swaps their locations. The research utilized the standard 

crossovers technique, which couples two parents to create 2 

offspring. Despite the fact that the traits are chosen at random 

from the parents, and some fundamental combinations of the 

parents' genes that may be utilized to make kids. To create 2 

additional chromosomes, the procedure randomly selects half of 

each parent's entire number of genes.  

Seasonal Genetic Algorithm (SGA) 

Step 1: Initialization 

The procedure begins by initialising a random population 

of candidate solutions, typically expressed as a collection of genes. 

Typically, the scope of the task and the capabilities of the 

computing infrastructure define the overall population. 

Step 2: Fitness evaluation 

              A fitness value that gauges efficiency or effectiveness is 

employed to assess every potential solution in the population. The 

fitness function could be changed according to the seasonal to 

represent shifting state of the environment. Higher fitness options 

are deemed superior and are more likely to be chosen for 

reproduction. 

Step 3: Selection 

 The selection procedure decides whether solutions are 

employed to replicate and construct the following generation. In 

SGA, alternatives with greater fitness values are given preference 

in the selection process. To represent the shifting issue situations, 

the selection pressure could be changed throughout the seasons. 

Step 4: Reproduction 

The chosen options are then blended using genetic 

operators like crossover and mutation to create offspring that have 

a combination of their parents' traits. Throughout various seasons, 

these genetic operators could also be altered to adapt shifting 

environmental conditions. 

Step 5: Seasonal adaptation 

The seasonal component of SGA modifies the fitness 

function and genetic algorithms to take into account the shifting 

issue variables. As an illustration, in a problem of seasonal 

optimization, the fitness value might alter depending on the season 

or outside variables like the weather. Similar to this, it is possible to 

modify the genetic operators to respond to changes in the 

problematic situation. 

Step 6: Termination 

Until a terminating requirement, such as a maximum 

number of generations or a workable solution, is reached, the 

method keeps evolving the population across several seasons. The 

algorithm's outcome is the optimal solution it has been able to find. 

http://www.ijritcc.org/
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In conclusion, Seasonal Genetic Algorithm (SGA) 

contains a seasonal component that modifies the genetic 

operators and fitness value to reflect the shifting issue 

conditions. A population of potential solutions are evolved by 

the algorithm over several seasons, and the optimal solution are 

chosen to form the subsequent generation. The SGA technique 

could deal with challenges with shifts in the environment or 

where the ideal answer fluctuates annually by adding a 

periodicity. In this research, an SGA approach was employed in 

order to anticipate the CPU workload. Statistics from 1750 

virtual machines connected to fast Storage Area Network 

devices were obtained for this study using Bit brains' fast 

storage trace. Every file contains the provisioned Processor 

capacity, provisioned CPU utilisation, provisioned memory 

capability, actual memory consumption, provisioned network 

Input and Output throughput, provisioned disc I/O throughput, 

as well as the amount of cores provisioned. Bit brains trace data 

from the SGA resource workload was utilized to evaluate the 

suggested technique. The prediction's reliability is evaluated 

using MSE, MAE, and Root mean square Error measures. 

Model operation 

This system would forecast the seasonal demand for 

our Central processing unit, and the demand function's 

characteristics are determined utilizing a genetic algorithm. 

There have been numerous phases to the project. Predicting the 

CPU's requirement at 𝑛 −  𝑡ℎ sec for (𝑛 − 1) times. Genetic 

Algorithm is utilized to forecast the demand function's 

characteristics. 

Demand Function 

It is presumable that the demand function is a time-

dependent variable and has a periodical character for seasonal 

fluctuations. Figure 3 displays a depiction of a sinusoidal 

waveform. As a result, the periodical pulse is sinusoidal in 

character and could be represented in equation 4. 

𝒙 = 𝑷 𝐬𝐢𝐧(𝑸(𝒚 + 𝑹)) + 𝑺  (4) 

𝑊ℎ𝑒𝑟𝑒, 𝑃 =  𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 

𝑄 =  𝑃𝑒𝑟𝑖𝑜𝑑 𝑜𝑓 
2𝜋

𝑄
 

𝑅 =  𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑠ℎ𝑖𝑓𝑡 

𝑆 =  𝑃ℎ𝑎𝑠𝑒 𝑠ℎ𝑖𝑓𝑡 𝑙𝑒𝑓𝑡 

 

 

Figure 3: Sine Wave Representation 

By altering the Demand functions, it may anticipate 

the central processing unit consumption at the 50th second in 

the past (i.e., the 49th second). 

𝑪𝑷𝑼 𝑫𝒆𝒎𝒂𝒏𝒅 𝑫𝒆𝒎 =  
𝒙.𝒔𝒊𝒏(𝒚.𝒕𝒖−𝟏+𝒛)+𝑫+𝑸.𝒕𝒖−𝟏 

𝑼𝒊−𝟏
𝒆   (5) 

𝑊ℎ𝑒𝑟𝑒 𝐷 =  𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑜𝑓𝑓𝑠𝑒𝑡 

             𝑄 = 𝑇𝑟𝑒𝑛𝑑 𝑓𝑎𝑐𝑡𝑜𝑟 

             𝐴 = 𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 

             𝑌 = 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 

             𝑍 = 𝐻𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑜𝑓𝑓𝑠𝑒𝑡 

            𝑈 = 𝐶𝑃𝑈 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 

            𝑒 = 𝐸𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 𝑜𝑓 𝐶𝑃𝑈 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 

Fitness Function 

An individual's possibility of being a member of the 

following generations is based on comparative fitness. Using 

the following expression, the Fitness function can be 

determined. 

𝑓 =  
𝛴𝐶𝑡

𝑡
  −  𝐷𝑒𝑚    (6) 

𝑖. 𝑒. , 𝐷𝑒𝑚𝑎𝑛𝑑𝑎𝑐𝑡𝑢𝑎𝑙   −   𝐷𝑒𝑚𝑎𝑛𝑑𝑝𝑟𝑒𝑑  

Where 𝐶 is the actual CPU usage at time 𝑡 and 𝑓 represents the 

fitness ratio. 

V. RESULTS AND DISCUSSION 

V.1 Assessment of models  

In this portion, investigations are carried out to 

confirm our modelling approach for predicting CPU demand. 

Using the Bit Brains data centre would allow for an evaluation 

of the CPU load prediction method. In order to arrive at the 

relative CPU loading rates, which fall between [0,1], the 

absolute load ratings were divided by the respective capacity. 
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The database contains CPU workload time series information 

points with a measurement interval within one second. To 

assess the effectiveness of genetic algorithm CPU Workload 

forecasting, 3 quantitative performance metrics are being used. 

Below is a representation of these characteristics, which include 

mean squared error, mean absolute error and root mean square 

error. The suggested approach for error measurement 

evaluation is shown in Table 2. 

Table 2: Performance Assessment of the proposed system 

Measures 𝑴𝑺𝑬 𝑴𝑨𝑬 𝑹𝑴𝑺𝑬 

Methods 

𝑫𝑳 85.45 78.99 75.22 

𝑻𝑺𝑹𝑽 87.33 89.23 65.99 

𝑨𝑹𝑰𝑴𝑨 –  𝑨𝑵𝑵 65.98 76.54 81.45 

𝑫𝑪𝑹𝑵𝑵 70.01 61.99 90.34 

𝑷𝒓𝒐𝒑𝒐𝒔𝒆𝒅 𝑺𝑮𝑨 61.77 54.88 50.87 

 

Mean Squared Error 

 It measures the mean squared difference among 

expected and observed values. The improved forecast is 

represented by a lower MSE rating. 

𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑦𝑗 − 𝑦̂𝑗)2𝑛

𝑗=1    (7) 

Mean Absolute Error 

It is a gauge of the typical size of forecast inaccuracies. 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑦𝑗 − 𝑦̂𝑗|𝑛

𝑗=1    (8) 

Root Mean Square Error 

 The variance of the forecasting inaccuracy is 

represented by the RMSE. 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑦𝑗 − 𝑦̂𝑗)2𝑛

𝑗=1   (9) 

Figure 4 compares the seasonal genetic algorithm 

under consideration with earlier techniques employing error 

measures. Additionally, it indicates that the suggested technique 

has a lower inaccuracy rate than existing approaches. 

 

Figure 4: Performance Assessment of the proposed system 

4.2 Simulation Outcome  

The simulation was performed in Python, and the 

findings for a selected data points are presented below.  

• crossing_ over_ probability = 0,1  

• mutation_ probability = 0,5 

• generation = 1000 

Phase 1 

The (x-axis) of the CPU use graph is plotted against 

time (y-axis). Real statistics is depicted in blue, and projected 

information is depicted in green. The fitting of the framework 

and its predictions are shown graphically to be appropriate due 

to the reduced error among the estimated and actual statistics. 

The graphic representation of initial phase is shown in the figure 

5. 

 

Figure 5: CPU Utilization-time Graph for Initial Phase 

Phase 2 

A various fitness estimation method could be 

employed in conjunction with the identical methodologies. The 

Mean Squared Error technique is utilized to estimate fitness. 
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The figure demonstrates the graphical depiction for the same 

data. The graphic representation of the same is shown in the 

figure 6. Again, this demonstrates the extent to which the model 

works. 

𝐹(𝑀𝑆𝐸) =  𝑚𝑒𝑎𝑛 (𝑠𝑞𝑟𝑡(𝐷𝑒𝑚𝑟𝑒𝑎𝑙 −  𝐷𝑒𝑚𝑝𝑟𝑒𝑑)2)) 

 (10) 

 

Figure 6: CPU Utilization-time Graph for Phase 2 

Phase 3 

Using Root mean square error, the Fitness is 

determined in the third phase simulation portion. The graphic 

representation of the CPU Utilization-time Graph for Phase 3 is 

shown in the figure 7. 

𝑅𝑀𝑆𝐸 =  𝑚𝑒𝑎𝑛 (𝑠𝑞𝑟𝑡 ((𝐷𝑒𝑚𝑟𝑒𝑎𝑙 −  𝐷𝐸𝑚𝑝𝑟𝑒𝑑)2))  (11) 

 

Figure 7: CPU Utilization-time Graph for Phase 3 

 

Phase 4 

The tuning variable, also known as the learning 

algorithm, is used to produce the global minima in the stage four 

simulation segment titled "Adding Normalization to the Fitness 

Values." Its value is 0.01, for example. 

𝐸𝑟𝑟𝑜𝑟 =  𝑚𝑒𝑎𝑛 ((𝐷𝑒𝑚𝑟𝑒𝑎𝑙 −  𝐷𝑒𝑚𝑝𝑟𝑒𝑑)2)  +

 𝑡𝑢𝑛𝑖𝑛𝑔_𝑝𝑎𝑟𝑎𝑚 ∗  𝑠𝑢𝑚((𝑖𝑛𝑑))   (12) 

VI. CONCLUSION 

In cloud technology, workload forecasting constitutes 

one of the crucial components of proactive management 

systems and auto-scaling. In order to increase cloud efficiency, 

reduce power usage rates, achieve the necessary quality of 

service levels, forecast the power usage of data centres, and 

increase the scalability of providers of cloud services, precise 

workload forecasting is of greatest priority. Yet workload 

forecasting in the environment of cloud computing is a difficult 

problem, and there are numerous techniques integrating deep 

learning, data mining, and mathematical analysis to solve this 

problem. Hence, an unique strategy focused on CPU workload 

prediction in a cloud computing context was presented in this 

study. The current method of the research, that employs the 

seasonal genetic algorithm technique, constitutes a systematic 

framework. An algorithm has been created to aid with seasonal 

trend prediction. Both server-based and serverless solutions 

could be used to verify concept. According to the test findings, 

this approach performs better than other algorithms. Other 

alternatives could be tested as future research in place of the 

sine curve. It is possible to alter the fitness function expression.  
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