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Abstract— Does feature selection and machine learning (ML) guarantee the effectiveness of the bank credit system model? This article 

aims to analyze this problem. In fact, in finance, expert-based credit risk models still dominate. In this study, we establish a new benchmark 

using consumer data and present machine learning methods. A risk prediction that is as accurate as possible is an important requirements for 

credit scoring models. In addition, regulators expect that the models should to be auditable and transparent. As a result, the superior 

predictive power of contemporary machine learning algorithms cannot be fully utilized in credit scoring because very simple predictive 

models, such as several ML classifiers, are still widely used. As a result, significant potential is missed, increasing reserves or the number of 

credit defaults. A framework for comparing scores before and after feature selection machine learning models that are transparent, auditable, 

and explainable is presented in this article, as well as the various dimensions that need to be taken into consideration in order to make credit 

scoring models understandable. In accordance with this framework, we give an overview of the models which demonstrate how it can be 

used in credit scoring, and compare the results to scorecards' interpretability. The model presented demonstrates that machine learning 

techniques can maintain their ability to enhance predictive power while still maintaining a comparable level of interpretability. 

Keywords- Bank credit, Machine learning, Feature selection, Ensemble, Voting, Stacking, ROC (AUC) curve. 

 

I. INTRODUCTION 

Credit scoring systems aim to satisfy a minimum-loss 

principle for the sustainability of lending institutions by 

providing clients with a probability of default [1]. As a 

result, a credit scoring system aids in the decision-making 

process for credit applications, manages credit risks, and has 

an impact on the number of non-performing loans that are 

likely to result in bankruptcy, a financial crisis, or 

environmental sustainability. Although credit officers or 

expert-based credit scoring models have been determining 

whether borrowers can meet their requirements over the past 

ten years, this has changed over time due to technological 

advancements. In order to lessen each lending institution's 

potential loss, this modification necessitates the 

establishment of an automated credit decision-making 

system that can avoid opportunity losses or credit losses [2]. 

Because of this, the increasing number of financial services 

that do not involve a human being has made it increasingly 

important in recent years to use automated credit scoring. To 

put it another way, an accurate credit scoring model is 

needed for modern lending institutions to use technology 

and automation to cut down on operating costs. Although 

developing an effective model for determining a client's 

creditworthiness is extremely challenging, machine learning 

is now an essential component of credit scoring applications 

[3]. It is stated that the utilization of intricate algorithms in 

the context of the application of machine learning to 

financial services might lead to a lack of transparency for 

customers. Provide consumers, auditors, and supervisors 

with an explanation of a credit score and the resulting credit 

decision when challenged when using machine learning to 

assign credit scores and make credit decisions is typically 

more challenging. As a result, model developers face an 

increasing demand for tools to comprehend what their 

models have learned. Discriminant analysis, support vector 

machines, logistic regression, genetic algorithm, fuzzy logic, 

neural networks, Bayesian networks, decision trees, 

ensemble, and hybrid methods are just a few examples of 

ML algorithms that have been used in prior research. Chi-2 

test, evolutionary feature selection with correlation, genetic 

algorithm, and hybrid feature-selection methods are just a 

few of the feature-selection approaches that numerous 

authors have proposed for credit scoring [4]. Predictions are 

based, in essence, on the characteristics of a phenomenon 

that are captured by machine learning. However, these 

characteristics may not only describe the intended 
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phenomenon but may also be instructive in describing other 

phenomena, feature categories, or classes. This article 

compares the credit scoring before and after feature 

selection using a variety of machine learning techniques. We 

provide an extensive comparison of basic machine learning 

methods and feature selection-based models. The first 

method Support Vector Machine (SVM), Gaussian Naive 

Bayes (GNB), Logistic Regression (LR), Random Forest 

(RF), AdaBoost, Decision Tree (DT), k-Nearest Neighbors 

(k-NN), Gradient Boosting Classifier (GBC) as base 

classifier and ensemble classifier with voting (hard) and 

stacking to measure performance on bank loan test data. 

Another six feature selection methods: Pearson, Chi-2, 

Recursive Feature Elimination (RFE), Logistic Regression 

(LR), Random Forest (RF) and LightGBM (LGBM) are 

used for the extraction of important features. These feature 

selection methods provide mixed features for performance 

measurement, and the second method is used to evaluate the 

performance of the above classifiers after feature selection 

(mixed features) [5]. For both methods, the most 

representative features are selected for effective modeling 

and they are compared with the results obtained from a test 

dataset with all features. Precision, recall, F1-score, 

confusion matrix and ROC (AUC) curve are used to validate 

the results obtained by these two methods. 

The sections of this paper are as follows: Algorithms, tools, 

and techniques, as well as their significance, are discussed in 

section 2's background section. In section 3, the 

experimental diagram and its explanations were used. The 

information about the attributes and dataset has been 

described in section 4 of the experimental setup. In Section 

5, the results of the experiments were discussed. Sections 6 

and 7 respectively discuss the experiment's discussion and 

conclusion. 

II. BACKGROUND 

For a particular stage of the creditworthiness evaluation 

pattern's development, many of the previously proposed 

machines learning models are described here. However, due 

to the system's lack of adequate controls and the models' 

reliance on some short-term pattern emphasis, which may 

have an effect on the models' performance quality over time, 

certain risks are critical to these models. 

A. Machine learning classifiers 

• Support vector machine (SVM) 

SVM is a supervised learning machine algorithm that can be 

used to solve regression and classification problems at the 

same time [6]. The SVM algorithm's objective is to find the 

most effective line or decision boundary for classifying n-

dimensional space so that the new data point can be easily 

placed in the appropriate category in the future. A 

hyperplane is the name given to this best decision boundary. 

The extreme points or vectors that aid in the creation of the 

hyperplane are selected by SVM. The algorithm is referred 

to as a support vector machine because these extreme cases 

are referred to as support vectors. The number of features 

determines the hyperplane's dimension. The hyperplane is 

just a line if there are two input features. The hyperplane 

transforms into a two-dimensional plane when there are 

three input features. When the number of features is greater 

than three, it becomes difficult to imagine. The formula 

below can be used to locate an SVM classifier: 

f(w, b) = [
1

n
∑max(0,1 − yi(w

Txi − b))

n

i=1

] +⋋ ||w||2 

Where, w and b are both convex functions of f. 

• Gaussian Naïve Bayes (GNB) 

A variant of Naive Bayes that supports continuous data and 

follows the Gaussian normal distribution is known as GNB 

[7]. An assumption that is frequently made when working 

with continuous data is that the continuous values associated 

with each class are distributed in a normal (or Gaussian) 

manner. It is presumed that the features have a likelihood of: 

P(xi|y) =
1

√2πσy
2

exp⁡(−
(xi − μ

y
)2

√2σy
2

) 

Continuous valued features and models are accepted by 

Gaussian Naive Bayes as belonging to a Gaussian (normal) 

distribution. To define such a distribution, all that is required 

to fit this model is the mean and standard deviation of the 

points within each label. 

• Logistic Regression (LR) 

Classification and predictive analytics frequently make use 

of the logistic regression model, also referred to as the logit 

model [8]. Based on a particular dataset of independent 

variables, LR estimates the probability that an event, such as 

voting or not voting, will take place. The dependent variable 

is limited to values between 0 and 1, as the outcome is a 

probability. A logit transformation is applied to the odds in 

logistic regression, which is the probability of success 

divided by the probability of failure. The following formulas 

show this logistic function, which is also known as the log 

odds or the natural logarithm of odds: 

Logit(pi) = ⁡
1

(1 + exp(−pi))
 

ln (
pi

1 − pi
) = Beta_0 + Beta_1 ∗ X_1 + ⋯+ B_k ∗ K_k 
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• Random Forest (RF) 

The supervised learning method includes the well-known 

machine learning algorithm RF. In ML, it can be utilized for 

both regression and classification issues [9]. It is based on 

the idea of ensemble learning, in which multiple classifiers 

are combined to solve a complex problem and boost the 

model's performance. RF is a classifier that takes the 

average of a number of decision trees on various subsets of 

the given dataset to increase that dataset's predictive 

accuracy. The RF predicts the final result based on the 

majority of votes cast for each prediction, rather than relying 

on a single decision tree. The problem of overfitting is 

avoided and accuracy is improved when there are more trees 

in the forest. 

RFfii =
∑ normfiijj∈all⁡trees

T
 

Where, RFfi sub(i) is the calculated importance of feature i 

from all of the Random Forest model's trees; normfi sub(ij) 

is the normalized importance of feature i in tree j; and T is 

the total number of trees. 

• AdaBoost 

The first and most effective method of boosting, AdaBoost 

aims to combine multiple weak classifiers into a single 

strong classifier [10]. An object's class might not be 

accurately predicted by a single classifier; however, by 

combining a number of weak classifiers and gradually 

learning from the incorrectly classified objects of the others, 

we can construct a strong model. The classifier described 

here could be implemented using any of your standard 

classifiers, such as LR or DT. 

𝐹𝑇(𝑥) = ∑𝑓𝑡(𝑥)

𝑇

𝑡=1

 

Where, each ft is a weak learner that takes an object x as 

input and returns a value indicating the object's class. 

• Decision Tree (DT) 

The DT algorithm is a member of the supervised learning 

algorithm family. The decision tree algorithm, in contrast to 

other supervised learning algorithms, can also be used to 

solve regression and classification problems [11]. Using a 

Decision Tree, a training model that can use simple decision 

rules inferred from previous data to predict the class or 

value of the target variable is the goal. When attempting to 

predict a record's class label using Decision Trees, we begin 

at the tree's base. The values of the record's attribute and the 

root attribute are compared. We jump to the next node based 

on comparison by following the branch that corresponds to 

that value. 

𝐸(𝑆) = ∑−𝑝𝑖𝑙𝑜𝑔2𝑝𝑖

𝑐

𝑖=1

 

Where S is the current state and Pi is the probability of an 

event i in state S or the percentage of class i in a state S node 

• K-Nearest Neighbor (K-NN) 

A non-parametric, supervised learning classifier known as 

the KNN or k-NN uses proximity to classify or predict the 

grouping of a single data point [12]. It can be used for either 

classification or regression problems, but most of the time it 

is used as a classification algorithm because it assumes that 

similar points can be found close to each other. In order to 

give a query point a class label, we use the k-NN algorithm 

to determine its closest neighbors. The distance between the 

query point and the other data points will need to be 

calculated in order to determine which data points are 

closest to the query point. These distance metrics aid in the 

formation of decision boundaries, which are calculated as 

follows and divide query points into various regions: 

Euclidean⁡distance = 𝑑(𝑥, 𝑦) = √∑(𝑦𝑖 − 𝑥𝑖)
2

𝑛

𝑖=1

 

Manhattan⁡distance = 𝑑(𝑥, 𝑦) = (∑|𝑥𝑖 − 𝑦𝑖|

𝑚

𝑖=1

) 

Minkowski⁡distance = (∑|𝑥𝑖 − 𝑦𝑖|

𝑛

𝑖=1

)
1

𝑝 

Hamming⁡distance = 𝐷𝐻 = (∑|𝑥𝑖 − 𝑦𝑖|

𝑘

𝑖=1

) 

𝑥 = 𝑦⁡⁡⁡⁡𝐷 = 0 

𝑥 ≠ 𝑦⁡⁡⁡⁡𝐷 ≠ 1 

• Gradient Boosting Classifier (GBC) 

Regression and classification, among other tasks, are 

examples of machine learning applications for gradient 

boosting [13]. Ensembles of weak prediction models, 

typically decision trees, are provided as a prediction model. 

The algorithm that is produced is referred to as gradient-

boosted trees when a decision tree serves as the weak 

learner. It typically performs better than random forest. 

Similar to other boosting techniques, a gradient-boosted 

trees model is constructed stage-by-stage, but it extends 

these techniques by allowing for the optimization of any 

differentiable loss function. 
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𝛾 =
∑𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙

∑[𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠⁡𝑃𝑟𝑜𝑏 ∗ (1 − 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠⁡𝑃𝑟𝑜𝑏)]
 

Where the sign denotes the "sum of and PreviousProb 

denotes the probability that we have previously calculated 

• Voting Classifier (hard) 

A voting classifier is a type of machine learning model that 

predicts an output based on which model has the highest 

probability of selecting that class as the output and trains on 

a collection of other models [14]. It predicts the output class 

based on the class with the greatest number of votes by 

simply combining the results of each classifier that is fed 

into Voting Classifier. The idea is to create a single model 

that trains on these models and predicts output based on 

their combined majority of votes for each output class, as 

opposed to developing distinct models and determining their 

accuracy. 

ỹ = 𝑚𝑜𝑑𝑒{𝐶1(𝑥), 𝐶2(𝑥), … , 𝐶𝑚(𝑥)} 

In this case, we use the majority vote of each classifier Cj to 

predict the class label⁡ỹ 

• Stacking 

One of the most widely used ensemble machine learning 

methods is stacking, which is used to predict multiple nodes 

to construct a new model and boost model performance. We 

can train multiple models to solve similar problems with 

stacking, which then creates a new model with improved 

performance based on their combined output [15]. We can 

make better predictions for the future by combining several 

weak learners with Meta learners that have been parallel 

ensemble. An extended form of the model averaging 

ensemble technique, stacking is also known as a stacked 

generalization. In stacking, all sub-models participate 

equally based on their performance weights to create a new 

model with better predictions. The other models are stacking 

on top of this new one; Because of this, it is referred to as 

stacking. 

B. Feature Selection Techniques 

A more insightful model that considers a variety of factors 

in light of specific outcomes is made possible by machine 

learning. Phased regression and other feature selection 

techniques used to filter out irrelevant predictors are ignored 

by correlation matrices [16]. By ensuring that the words that 

are related to the worst feature are deleted at each round, it 

handles the conditions of best feature selection. In addition, 

the other strategic model that is followed when developing a 

machine learning model is to use cross-validation iteration 

to keep the predictor's subset as a current feature selection 

system. Following are some of the key features that are 

chosen as integral to the analysis models based on the inputs 

reviewed in the literature regarding potential machine 

learning models and the features that are chosen for 

analysis. These features can assist in improving the machine 

learning model's overall system. According to Table 1 and 

Figure 1, Pearson, chi-2, and RFE selected all 11 features as 

important, while LR selected Education, Income, Family, 

CD Account, and CCAvg, LGBM selected Education, 

Family, and Experience, and RF selected Education, 

Income, Family, CD Account, and CCAvg. Finally, a six-

feature hybrid model selected Education, Income, Family, 

CD Account, CCAvg, and Experience for further analysis in 

the after feature selection model. ID and Zip code have been 

removed because they have no significance to bank loaning 

system. 

TABLE I. SIX DIFFERENT METHODS FOR SELECTING FEATURES 
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Figure 1. Feature chosen using a hybrid approach 

III. EXPERIMENTAL METHODOLOGY 

Experiments were carried out by the authors of this paper 

with the intention of developing a specific diagnostic system 

that would be able to use machine learning algorithms to 

objectively classify personal loans from the bank loaning 

system. A system of this kind would enable a loan officer or 

decision maker to initiate a personal loan and monitor model 

efficacy during a machine learning examination, providing 

them with technical support for their subjective evaluation. 

First, this paper shows how to use multiple base classifiers 

to find people in the customer dataset who need a loan. The 

main reason they are used is that base classifiers can solve 

many recognition problems without having to use experts to 

find relevant features. Without sufficient domain expertise, 

this strategy may be significant. However, in order to 

construct the hybrid set of features, a set of six feature 

selection techniques were used to identify the features of the 

dataset's most relevant and redundant features. In order to 

achieve accuracy, machine learning algorithms were used to 

analyze the selected features further. After comparing the 

accuracy of the classifiers (all features vs. hybrid features), 

this model is finally able to determine its appropriate 

objective. This article's comparison will help readers better 

understand each strategy's benefits and drawbacks. Figure 2 

depicts the proposed model's experimental approach. 

 

 
Figure 2. Diagram of the experiment used in the proposed work 
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IV. EXPERIMENTAL SETUP 

Thera Bank generously donated the proprietary data sets 

used in this study for a personal loan campaign. A personal 

loan offer was sent to 5000 customers, of whom 480 gave a 

positive response with a value 1 and 4520 gave a negative 

response. The dataset 

"Bank_Personal_Loan_Modelling.xlsx" is obtained from the 

Kaggle data repository [17]. As shown in Table 2, there are 

fourteen attributes in this dataset. The attribute Personal 

Loan is a dependent feature of the dataset, while the name 

attribute ID and ZIP Code have no bearing on the bank 

loaning system. Therefore this two features have been 

removed for further analysis. There are no missing values in 

the dataset.  

 

TABLE II. ATTRIBUTES DESCRIPTION 

 

V. RESULTS 

The analytical results of the various machine learning 

models used in this paper are presented in this section. In 

this paper, the validation/test set serves as the foundation for 

all model diagnostic metrics. Our experiment includes two 

steps for the purpose of comparison. In the first step, we 

look at our experiment before selecting features, which is 

the dataset with all features except ID and ZIP Code. In the 

second step, we look at the dataset with selected features, 

which are just six features chosen using a hybrid method. 

A. Classifiers Accuracy 

As a first step, we looked at each model's overall out-of-

sample prediction accuracy on the test set to see which one 

performed best with our data [18]. Other metrics, such as 

precision, recall, the f1-score, and the confusion matrix, 

should also be evaluated in addition to the accuracy of the 

classifiers, which is the metric that is used to evaluate the 

performance of any classifier [19]. The classifier's accuracy 

is evaluated as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

B. Classification Reports 

We talk about the f1-score, classifier precision, and recall in 

this section. 

The precision is the ratio of all predicted values for a given 

risk class to all actual values. It is the ratio of the values on 

the leading diagonal to the total of all the values in that 

column in any of the confusion matrices above. In contrast, 

recall is a ratio of the actual values of a risk class to the 

actual values that were predicted to belong to that class. The 

f1-score is a metric that measures both precision and recall 

simultaneously, and the inverse relationship between 

precision and recall is common [20]. It conveys both 

precision and recall in one image. The two metrics' 

harmonic mean is it. The accuracy of each classifier is 

determined by dividing the sum of all elements in the 

confusion matrix by the sum of all elements on the principal 

diagonal. The weighted average calculates the weighted 

average of the precision, recall, and f1 scores, whereas the 

micro-average metric is the arithmetic mean of the three 

scores. The confusion matrix in Table 3 can be calculated 

using the following formula in addition to the f1-score, 

recall, and precision. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐹1_𝑠𝑐𝑜𝑟𝑒 = ⁡
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
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TABLE III. CONFUSION MATRIX 

 

Where, FP (false positive) and FN (false negative) define 

inaccurate classification, while TP (true positive) and TN 

(true negative) describe accurate classification. 

 

C. Sensitivity Analysis 

Classifier validation metrics include the area under the curve 

(AUC) of receiver operating characteristic (ROC) curves 

[21]. A classifier's output quality is measured using ROC 

curves and AUCs; As a result, they assess how well a 

classifier has been tuned. The classifier's sensitivity TPR 

and specificity TNR typically make up for movement along 

the ROC curve, and the steeper the curve, the better. 

Sensitivity increases as we move up the ROC curve, while 

specificity decreases as we move right. The ROC curve at a 

45-degree angle is comparable to flipping a coin. 

Additionally, the AUC performs better the closer it is to 1. 

Now, we present each of the results of our experiments one 

by one. 

D. Results based on all features 

According to Table 4, the machine learning ensemble 

classifier RF had the highest accuracy, at 99.20%, followed 

by the stacking model, which had an accuracy of around 

98.90%. In addition, the accuracy of ensemble classifiers 

like GBC and DT, as shown in Table 4, is superior to that of 

base classifiers in this dataset. 

For the target variables 0 and 1, the classifier RF's precision, 

recall, and f1-score are superior to those of the other 

classifiers, which are 0.9913, 1.0000, 0.9956, and 1.0000, 

0.9090, 0.9523, respectively. The scores for TP, FN, FP, and 

TN in the confusion matrix are 912, 0, 8, and 80, which is 

also better than any of the other performers in Table 4. 

Similar to the RF classifier, stacking model performs best 

after it.   

TABLE IV. CLASSIFICATION REPORT BEFORE FEATURE SELECTION 

Classifiers 0 1 Accuracy (%) Confusion Matrix 

Precision Recall F1-score Precision Recall F1-score 

SVM 0.9637 0.9923 0.9778 0.8852 0.6136 0.7248 95.90 [[905   7] 

 [ 34  54]] 

GNB 0.9525 0.9254 0.9388 0.4035 0.5227 0.4554 89.00 [[844  68] 

 [ 42  46]] 

LR 0.9678 0.9890 0.9783 0.8529 0.6590 0.7435 96.00 [[902  10] 

 [ 30  58]] 

RF 0.9913 1.0000 0.9956 1.0000 0.9090 0.9523 99.20 [[912   0] 

 [  8  80]] 

AdaBoost 0.9783 0.9912 0.9847 0.8947 0.7727 0.8292 97.20 [[904   8] 

 [ 20  68]] 

DT 0.9912 0.9901 0.9906 0.8988 0.9090 0.9039 98.30 [[903   9] 

 [  8  80]] 

k-NN 0.9445 0.9703 0.9572 0.5714 0.4090 0.4768 92.10 [[885  27] 

 [ 52  36]] 

GBC 0.9891 0.9967 0.9929 0.9629 0.8863 0.9230 98.70 [[909   3] 

 [ 10  78]] 

Voting 0.9733 1.0000 0.9864 1.0000 0.7159 0.8344 97.50 [[912   0] 

 [ 25  63]] 

Stacking 0.9902 0.9978 0.9939 0.9753 0.8977 0.9349 98.90 [[910   2] 

 [  9  79]] 
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When determining whether two variables have a cause-and-

effect relationship, correlation heat maps are frequently 

utilized [22]. The matrix data structure is utilized when there 

are multiple variables and the objective is to determine the 

correlation between all of them and store them using the 

appropriate data structure. In a correlation heat map, the 

correlation between the variables on each axis is shown in 

each square. The correlation is negative to positive. Values 

that are closer to zero indicate that there is not a linear trend 

between the two variables. The more positively correlated 

they are, the closer they are to one another; that is, the 

relationship between the two gets stronger the closer they 

are to each other. Similar is a correlation that is closer to -1, 

but rather than both increasing, one variable will decrease as 

the other does. Due to the fact that those squares are relating 

each variable to itself, the diagonals are all  

one-dark black. For the remainder, the correlation between 

the two variables is greater when the number is larger and 

the color is darker. Because the same two variables are 

paired in those squares, the plot is also symmetrical about 

the diagonal. Figure 3 shows that the attributes Income, 

CCAvg, CD Account, Education, and Mortgage are highly 

correlated features because they all have high values when 

compared to the other attributes. 

The ensemble classifiers GBC have excellent ROC curves 

and AUCs, with AUCs is 0.998 threshold and high ROC 

curves above the 45 degree in Figure 4. This demonstrates 

that our ensemble classifiers outperform random guessing in 

terms of predictive power. It should be noted that the 

presented ROC curves and AUCs for each classifier are 

superior to the test set result. However, with a score of 

0.996, RF comes in second place. 

 
Figure 3. Correlation matrix of attributes 

 

 

Figure 4. ROC (AUC) before feature selection 

E. Results based on Hybrid features 

The outcome based on hybrid features is described in this 

section. As can be seen in Table 5, the RF classifier once 

more outperformed the other classifiers with an accuracy of 

99%. After the RF classifier, the stacking classifier has the 

highest accuracy of 98.90%. 

Table 5 shows that the precision, recall, and f1-score as well 

as the confusion matrix performed better than the other 

classifiers we used for analysis. Figure 5's ROC (AUC) 

curve demonstrates that the RF classifier outperformed the 

other classifiers, with a score of 99.8%. With a ROC (AUC) 

score of 99.7%, the GBC classifier also performs better after 

the RF classifier in the validation of their scores. 

 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 7s 

DOI: https://doi.org/10.17762/ijritcc.v11i7s.6984 

Article Received: 01 April 2023 Revised: 10 May 2023 Accepted: 25 May 2023 

___________________________________________________________________________________________________________________ 

 

134 

IJRITCC | June 2023, Available @ http://www.ijritcc.org 

TABLE V. CLASSIFICATION REPORT AFTER FEATURE SELECTION 

Classifiers 0 1 Accuracy (%) Confusion Matrix 

Precision Recall F1-score Precision Recall F1-score 

SVM 0.9586 0.9923 0.9752 0.8750 0.5568 0.6805 95.40 [[905   7] 

 [ 39  49]] 

GNB 0.9541 0.9353 0.9446 0.4433 0.5340 0.4845 90.00 [[853  59] 

 [ 41  47]] 

LR 0.9634 0.9835 0.9734 0.7826 0.6136 0.6878 95.10 [[897  15] 

 [ 34  54]] 

RF 0.9912 0.9978 0.9945 0.9756 0.9090 0.9411 99.00 [[910   2] 

 [  8  80]] 

AdaBoost 0.9752 0.9934 0.9842 0.9154 0.7386 0.8176 97.10 [[906   6] 

 [ 23  65]] 

DT 0.9901 0.9901 0.9901 0.8977 0.8977 0.8977 98.20 [[903   9] 

 [  9  79]] 

k-NN 0.9439  

 

0.9791 0.9612 0.6481 0.3977 0.4929 92.80 [[893  19] 

 [ 53  35]] 

GBC 0.9891 0.9967 0.9929 0.9629 0.8863 0.9230 98.70 [[909   3] 

 [ 10  78]] 

Voting 0.9712 1.0000 0.9854 1.0000 0.6931 0.8187 97.30 [[912   0] 

 [ 27  61]] 

Stacking 0.9902 0.9978 0.9939 0.9753 0.8977 0.9349 98.90 [[910   2] 

 [  9  79]] 

 

 

Figure 5. ROC (AUC) of Hybrid features 

Last but not least, a graph plot comparing the accuracy of 

the classifier prior to feature selection (all features) and 

hybrid features is shown in Figure 6. When applied to all 

features or to reduced features (Hybrid features), it is clear 

that RF performs better than classifiers overall.

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 7s 

DOI: https://doi.org/10.17762/ijritcc.v11i7s.6984 

Article Received: 01 April 2023 Revised: 10 May 2023 Accepted: 25 May 2023 

___________________________________________________________________________________________________________________ 

 

135 

IJRITCC | June 2023, Available @ http://www.ijritcc.org 

 

Figure 6. Comparison of classifiers with all features vs. 6-features 

VI. DISCUSSION 

The effectiveness of machine learning models in 

determining default in a credit environment was the subject 

of this study. In credit, there is typically no central customer 

credit database, and little to no information about a 

customer's credit history is available; this is the most 

common scenario. Lending institutions have a harder time 

deciding who to lend to because of this. This paper 

demonstrates that machine learning algorithms are effective 

at extracting hidden information from the data set, which 

aids in assessing credit defaults, to overcome the drawback. 

The test data set served as the basis for all performance 

metrics used in this paper. Several machine learning models 

were applied to the data set, but only those with an overall 

accuracy of 85 percent or higher on the test set were 

included in this paper. 

The two best classifiers, RF and Stacking, are among the 

models discussed in this paper. All classifiers revealed a 

general exactness of somewhere around 90% on the test set. 

The stacking classifiers' ability to accurately predict bank-

credit defaults was also demonstrated by other performance 

metrics (as shown in Sections 6). We used multiclass 

classification algorithms because they give us the additional 

advantage of having the average risk class, allowing us to 

further investigate customers who are predicted to be in that 

class before deciding whether to give them loans or not. As 

discussed in Section 3.2 of this manuscript, it is essential to 

note that feature selection using various methods plays a 

leading role in removing redundant features from the 

dataset. The most important thing is that our experiments 

have shown that the classifier's RF and Stacking are the best 

of several classifiers that were used in the bank loaning 

dataset. RF and stacking should be used because the 

classifier is most accurate both before and after feature 

selection. In order to predict defaults in a credit 

environment, subsequent studies will incorporate inflation 

and unemployment rate findings from this one. 

VII. CONCLUSION 

It is always the responsibility of financial institutions to 

ensure that all loan distributions to customers are highly 

secured. The establishment must devise an efficient 

creditworthiness evaluation system, which may result in a 

superior classification system, which is crucial. Patterns for 

evaluating credit make use of a lot of AI-based systems. 

However, the alignment of the model to the current banking 

transaction and information systems, which can support the 

overall system enhancement of the systems, is one of the 

significant challenges that have been integral to the problem. 

When it comes to obtaining relevant data from the 

information system, the features chosen for analysis are 

typically ineffective, as is the case more frequently. 

However, more substantial systems that can analyze the 

credit profiles of individuals in a wider range of 

circumstances are required so that machine learning models 

can be enhanced to take into account a wider range of 

circumstances. Businesses may be able to track a more 

effective customer base if the features are able to support 

holistic creditworthiness analysis conditions. 

When it comes to choosing non-conventional metrics for 

credit evaluation models, predictive modeling can provide a 

more in-depth analysis of the customer profile and the 

conditions, allowing for a more pragmatic evaluation of 

customer profiles. In the event that such a comprehensive 

system is developed, it may result in sustainable business 

practices when it comes to businesses receiving credit. 
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