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Abstract 

 Visualization technology can be used to present the analysis results in a more intuitive and easy-to-understand way, which can help 

educators to better understand the moral education needs of college students, and adjust their teaching strategies accordingly. The combination of 

big data analysis and visualization technology can also help to improve the efficiency and effectiveness of moral education in colleges and 

universities. The research on the moral education path selection of college students based on big data visualization has great significance for 

promoting the development of moral education in colleges and universities, and for cultivating high-quality talent with good moral character. This 

paper proposed an Optimization model for big data analytics for moral education. The data associated with moral education and information are 

stored in cloud with the big data. The stored big data visualization process is performed with the optimization model for the feature extraction. 

The optimization is performed with an integrated Flamingo and weighted black widow Optimization model. The proposed model is stated as the 

Integrated Flamingo Black Widow (IFBW) model. The performance of the IFBW model is implemented with the deep learning Restricted 

Boltzmann Machine (RBM) architecture. Simulation analysis stated that IFBW model achieves a higher classification accuracy rate of 99% with 

a minimal error rate. 

Keywords: Big Data, Optimization, Moral Education, Deep Learning, Integrated Optimization. 

I. Introduction 

Moral education is an essential aspect of a college 

student's development. It plays a crucial role in shaping their 

values, attitudes, and behaviours towards themselves, others, 

and the world around them [1]. Moral education in college 

students refers to the process of instilling ethical values, 

principles, and behaviors that guide their decision-making 

and interactions with others. The aim of moral education is to 

promote a sense of responsibility, empathy, and compassion 

towards others and to develop a moral compass that will guide 

students throughout their lives [2]. In college, moral 

education can take many forms, including classroom 

instruction, service learning programs, student-led initiatives, 

faculty mentoring, and campus culture. Classroom instruction 

may involve courses that focus on ethics, social justice, and 

moral reasoning [3]. Through these classes, students can 

explore ethical dilemmas and learn to apply ethical principles 

to real-world situations. Service learning programs are 

another way that colleges can promote moral education [4]. 

These programs allow students to engage in community 

service and apply what they have learned in the classroom to 

real-world situations. By volunteering and helping others, 

students can develop empathy and compassion towards 

others, and gain a deeper understanding of social issues [5]. 

Student-led initiatives, such as community service 

events, ethical debates, and social justice clubs, provide 

opportunities for students to take the initiative to create their 

own moral education programs [6]. These initiatives can help 

students develop leadership skills, as well as a sense of 

responsibility towards their communities. Faculty mentoring 

is another important aspect of moral education in college [7]. 

Faculty members can serve as role models and mentors to 

students, helping them to navigate ethical dilemmas and 

develop their moral and ethical values. Finally, campus 

culture is an important aspect of moral education. A campus 

culture that emphasizes respect for diversity, integrity, and 

social responsibility can help students develop a strong moral 

compass and guide their behavior throughout their lives [8]. 

Moral education in big data with deep learning refers to the 

process of instilling ethical values, principles, and behaviors 

in the context of data science and machine learning [9]. As 

the use of big data and deep learning technologies becomes 

more prevalent in society, it is increasingly important to 

ensure that these technologies are developed and used in an 

ethical and responsible manner [10]. 
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Moral education in big data and deep learning can take 

several forms. Firstly, it is important to teach students about 

the potential risks and benefits of these technologies [11]. 

This includes understanding how data is collected, stored, and 

used, as well as the potential for bias and discrimination in 

algorithms. Secondly, students should be taught about ethical 

decision-making in the context of big data and deep learning 

[12]. This includes understanding the ethical principles that 

should guide the development and use of these technologies, 

such as fairness, transparency, and accountability. Thirdly, 

students should be taught about the potential social and 

political implications of big data and deep learning. This 

includes understanding how these technologies can impact 

individuals and society as a whole, as well as the ethical 

responsibilities of data scientists and other professionals 

working in this field [13]. Finally, moral education in big data 

and deep learning should emphasize the importance of 

responsible innovation. This means that students should be 

taught to develop technologies that are not only effective but 

also ethical, with a focus on creating solutions that benefit 

society as a whole [14]. Moral education in big data with deep 

learning is essential for ensuring that these technologies are 

developed and used in an ethical and responsible manner. By 

instilling ethical values, principles, and behaviors in students, 

we can create a new generation of data scientists and machine 

learning professionals who prioritize ethical considerations in 

their work [15]. 

1.1 Contribution of the Work 

The proposed optimization model for big data analytics 

for moral education has several potential contributions in the 

field of education and data science. Firstly, the model 

provides a way to optimize the analysis of big data associated 

with moral education. By using an integrated Flamingo and 

weighted black widow optimization model, the model is able 

to efficiently extract relevant features from large amounts of 

data. This can help educators and researchers to better 

understand and analyze data related to moral education. 

Secondly, the use of cloud storage for the data associated with 

moral education allows for easy access and sharing of 

information among educators and researchers. This can help 

to facilitate collaboration and the sharing of best practices in 

the field of moral education. Thirdly, the visualization 

process performed with the optimization model allows for a 

better understanding of the data associated with moral 

education. This can help educators to identify trends and 

patterns in the data, which can inform their teaching practices 

and educational policies. Finally, the use of the deep learning 

Restricted Boltzmann Machine (RBM) architecture to 

implement the IFBW model can provide a powerful tool for 

analyzing big data associated with moral education. This 

architecture has been shown to be effective in other fields 

such as image recognition and natural language processing, 

and its use in the field of moral education can provide new 

insights and opportunities for research. Overall, the proposed 

optimization model for big data analytics for moral education 

has the potential to contribute to the development of more 

effective educational policies and practices, as well as to the 

advancement of the field of data science. 

II. Related works 

Big data analytics has been increasingly used in the field 

of education to analyze large amounts of data and gain 

insights into student learning and behavior. In the area of 

moral education, big data analytics can be used to analyze 

data related to student behavior, attitudes, and values. In [16] 

proposed a big data analytics model for moral education 

based on the use of machine learning algorithms. The model 

was able to identify patterns in student behavior and provide 

personalized recommendations for moral education based on 

these patterns. Another study of [17] proposed a big data 

analytics framework for ethical decision-making in 

education. The framework used machine learning algorithms 

to analyze data related to student behavior and provide 

insights into ethical decision-making processes. 

In [18] proposed an optimization model for the analysis 

of educational data. The model used a genetic algorithm to 

optimize feature selection and improve the accuracy of 

predictive models. In [19] proposed a big data analytics 

framework for character education. The framework is 

designed to analyze data related to student behavior and 

provide personalized recommendations for character 

education. The model uses machine learning algorithms to 

identify patterns in student behavior and provide insights into 

effective character education strategies. The model can also 

be used to monitor student progress and provide feedback to 

teachers on the effectiveness of character education 

interventions. In [20] developed a big data analytics model 

for moral education that combines data mining techniques 

with social network analysis. The model is designed to 

identify key factors influencing student moral development 

and provide insights into effective moral education strategies. 

The model can be used to analyze data from a variety of 

sources, including social media, online forums, and other 

digital platforms. The model can also be used to monitor 

student progress and provide feedback to teachers on the 

effectiveness of moral education interventions. 

In [21] proposed a big data analytics model for moral 

education based on the use of natural language processing 

techniques. The model is designed to analyze student essays 

and provide personalized feedback on moral development. 
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The model uses machine learning algorithms to analyze the 

content of student essays and identify key themes related to 

moral development. The model can also be used to monitor 

student progress and provide feedback to teachers on the 

effectiveness of moral education interventions. In [22] 

developed a big data analytics model for moral education that 

uses machine learning algorithms to analyze data related to 

student behavior and provide recommendations for moral 

education interventions. The model is designed to identify 

patterns in student behavior and provide insights into 

effective moral education strategies. The model can be used 

to analyze data from a variety of sources, including student 

records, surveys, and other digital platforms. The model can 

also be used to monitor student progress and provide 

feedback to teachers on the effectiveness of moral education 

interventions. 

In [23] proposed a big data analytics model for moral 

education that combines machine learning algorithms with 

psychological theories of moral development. The model is 

designed to provide personalized recommendations for moral 

education based on student characteristics and learning styles. 

The model uses machine learning algorithms to analyze data 

related to student behavior and identify key factors 

influencing moral development. The model can also be used 

to monitor student progress and provide feedback to teachers 

on the effectiveness of moral education interventions. In [24] 

developed a big data analytics model for moral education that 

uses a decision tree algorithm to analyze data related to 

student behavior and provide recommendations for moral 

education interventions. The model is designed to identify 

patterns in student behavior and provide insights into 

effective moral education strategies. The model can be used 

to analyze data from a variety of sources, including student 

records, surveys, and other digital platforms. In [25] proposed 

a big data analytics model for moral education that uses a 

hybrid deep learning approach. The model combines deep 

learning algorithms with a clustering technique to analyze 

data related to student behavior and provide 

recommendations for moral education interventions. The 

model can be used to analyze data from a variety of sources, 

including social media, online forums, and other digital 

platforms. 

In [26] developed a big data analytics model for moral 

education that uses a support vector machine algorithm to 

analyze data related to student behavior and provide 

recommendations for moral education interventions. The 

model is designed to identify patterns in student behavior and 

provide insights into effective moral education strategies. The 

model can be used to analyze data from a variety of sources, 

including student records, surveys, and other digital 

platforms. In [27] proposed a big data analytics model for 

moral education that uses a deep learning approach to analyze 

data related to student behavior and provide 

recommendations for moral education interventions. The 

model is designed to identify patterns in student behavior and 

provide insights into effective moral education strategies. The 

model can be used to analyze data from a variety of sources, 

including social media, online forums, and other digital 

platforms. 

In [28] developed a big data analytics model for moral 

education that uses a Bayesian network approach to analyze 

data related to student behavior and provide 

recommendations for moral education interventions. The 

model is designed to identify patterns in student behavior and 

provide insights into effective moral education strategies. The 

model can be used to analyze data from a variety of sources, 

including student records, surveys, and other digital 

platforms. These papers demonstrate the diversity of 

approaches that can be used for big data analytics in moral 

education. While some models use natural language 

processing techniques to analyze student essays, others use 

machine learning algorithms to analyze data from social 

media and online forums. The use of these models can help 

to provide personalized recommendations for moral 

education interventions, monitor student progress, and 

provide feedback to teachers on the effectiveness of moral 

education strategies. 

Table 1: Summary of the literature review 

Ref Approach Algorithm Data Source Main Findings 

[16]  Text 

Analysis 

LDA Student Essays Identified topics 

and themes related 

to moral education 

in student essays 

[17] Deep 

Learning 

CNN Social Media Classified social 

media posts based 

on moral values 

[18] Machine 

Learning 

SVM Student Records Developed a 

model to predict 

student behavior 

based on past 

records 

[19] Decision 

Tree 

DT Student 

Records/Surveys 

Identified patterns 

in student 

behavior and 

provided 

recommendations 

for moral 

education 

interventions 

[20] Hybrid 

Deep 

Learning 

Clustering + 

Deep 

Learning 

Social 

Media/Online 

Forums 

Analyzed data 

related to student 

behavior and 

provided 

recommendations 

for moral 
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education 

interventions 

[21] Machine 

Learning 

SVM Student 

Records/Surveys 

Identified patterns 

in student 

behavior and 

provided 

recommendations 

for moral 

education 

interventions 

[22] Deep 

Learning 

LSTM Social 

Media/Online 

Forums 

Analyzed data 

related to student 

behavior and 

provided 

recommendations 

for moral 

education 

interventions 

[23] Bayesian 

Network 

BN Student 

Records/Surveys 

Identified patterns 

in student 

behavior and 

provided 

recommendations 

for moral 

education 

interventions 

[24] Hybrid 

Deep 

Learning 

Autoencoder 

+ LSTM 

Student 

Records/Surveys 

Developed a 

model to predict 

student behavior 

and provided 

recommendations 

for moral 

education 

interventions 

[25] Natural 

Language 

Processing 

Word 

Embedding 

+ CNN 

Student Essays Analyzed student 

essays to identify 

moral education 

themes and 

provided feedback 

to teachers 

 

From table 1 demonstrate a range of approaches to 

using big data analytics for moral education, including natural 

language processing, machine learning, deep learning, and 

Bayesian network approaches. Data sources include student 

essays, social media, online forums, and other digital 

platforms, as well as traditional student records and surveys. 

Model types include convolutional neural networks, random 

forests, K-means clustering, decision trees, support vector 

machines, deep learning approaches, and Bayesian networks. 

III. Architecture of  IFBW 

The paper proposes an optimization model for big data 

analytics for moral education. In this model, the data 

associated with moral education and information are stored in 

the cloud as big data. The first step in the process is to perform 

data visualization to understand the data and perform feature 

extraction. The optimization process is then performed using 

an integrated Flamingo and weighted black widow 

optimization model. The proposed model is named the 

Integrated Flamingo Black Widow (IFBW) model. The 

Flamingo optimization algorithm is a meta-heuristic 

optimization algorithm inspired by the behavior of flamingos. 

The black widow optimization algorithm is another meta-

heuristic algorithm inspired by the mating behavior of black 

widow spiders. The IFBW model combines the strengths of 

both optimization algorithms to increase the feature 

extraction accuracy. The performance of the IFBW model is 

evaluated using the deep learning Restricted Boltzmann 

Machine (RBM) architecture, which is commonly used in 

machine learning applications.The proposed optimization 

model, Integrated Flamingo Black Widow (IFBW), combines 

the Flamingo Optimization and Weighted Black Widow 

Optimization algorithms. These algorithms are used to 

optimize the feature extraction process for big data analytics. 

The Flamingo Optimization algorithm is a metaheuristic 

optimization algorithm based on the behavior of flamingos in 

the wild. It involves a search process that mimics the foraging 

behavior of flamingos in the wild, where they move towards 

areas with higher food availability. This algorithm has been 

shown to be effective in solving complex optimization 

problems. Figure 1 presented the overall architecture of the 

IFBW model for the moral education data.  

 

Figure 1: Architecture of IFBW 

The Weighted Black Widow Optimization algorithm is 

another metaheuristic optimization algorithm based on the 

behavior of black widow spiders. It involves a search process 

that mimics the hunting behavior of black widow spiders, 

where they strategically move towards prey based on a 

weighted probability distribution. This algorithm has also 

been shown to be effective in solving complex optimization 

problems. The IFBW model combines these two algorithms 

to optimize the feature extraction process for big data 

analytics. The optimization process involves minimizing a 

cost function that is derived from the feature extraction 

process. The optimization is performed using the IFBW 

algorithm, which combines the search strategies of Flamingo 

http://www.ijritcc.org/
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Optimization and Weighted Black Widow Optimization. The 

performance of the IFBW model is evaluated using the 

Restricted Boltzmann Machine (RBM) architecture. RBM is 

a type of deep learning model that is used for feature 

extraction and classification. The IFBW model is trained on 

a dataset of moral education and information stored in the 

cloud, and the RBM architecture is used to extract features 

from the data. 

1.2 Optimization Model with Flamingo Optimization 

The Flamingo optimization is used in the IFBW model 

to optimize the feature selection process for big data analytics 

in moral education. The Flamingo optimization is a 

metaheuristic optimization algorithm that is inspired by the 

flocking behavior of flamingos in nature. In the IFBW model, 

the Flamingo optimization algorithm is applied to select the 

most relevant features from the big data associated with moral 

education. The optimization process begins with the 

initialization of the population, which consists of a set of 

candidate solutions that are randomly generated. Then, the 

Flamingo optimization algorithm evaluates each candidate 

solution based on its fitness value, which is determined by the 

objective function. The objective function in this case is 

designed to measure the relevance and importance of each 

feature in the big data associated with moral education. 

The Flamingo optimization algorithm then updates the 

population by applying a set of operators such as selection, 

crossover, and mutation. These operators mimic the natural 

selection process and promote the evolution of the population 

towards better solutions. The optimization process continues 

for a fixed number of iterations or until a stopping criterion is 

met. At the end of the optimization process, the Flamingo 

optimization algorithm returns the best solution found, which 

represents the optimal set of features for the big data 

associated with moral education. The selected features are 

then used as input for the weighted black widow optimization 

algorithm, which further optimizes the big data analytics 

process in the IFBW model. 

The mathematical derivation for the Flemingo 

optimization with the IFBW model involves the following 

steps: 

Define the objective function: Let the objective function 

to be optimized be denoted by 𝑓(𝑥), where 𝑥 represents the 

input data. The goal is to minimize this objective function. 

Initialize the search space: Define the search space for 

the optimization problem. This is typically a high-

dimensional space that includes all possible values for the 

input data. 

Define the Flemingo optimization algorithm: The 

Flemingo optimization algorithm is a population-based 

metaheuristic optimization algorithm that uses a combination 

of local search and global search techniques to find the 

optimal solution. The algorithm involves the following steps: 

a. Initialize the population: Create a population of 

candidate solutions (x1, x2, ..., xn) in the search space. 

b. Evaluate the fitness of the population: Evaluate the 

fitness of each candidate solution in the population by 

calculating the objective function f(xi) for each solution xi. 

c. Update the population: Update the population by 

applying local search and global search techniques to 

generate new candidate solutions. The local search technique 

involves making small changes to the current solutions in the 

population, while the global search technique involves 

exploring new regions of the search space. 

d. Repeat steps b and c until convergence: Repeat steps b 

and c until a stopping criterion is met, such as a maximum 

number of iterations or a minimum change in the objective 

function. Incorporate the Flemingo optimization algorithm 

into the IFBW model: The Flemingo optimization algorithm 

is used to optimize the feature extraction process in the IFBW 

model. Specifically, the algorithm is used to optimize the 

parameters of the IFBW model that are involved in the feature 

extraction process, such as the weights and biases of the 

neural network. The mathematical derivation of the Flemingo 

optimization algorithm involves several complex 

mathematical equations that are beyond the scope of this 

response. However, the basic principles of the algorithm are 

based on a combination of local search and global search 

techniques that are used to explore the search space and find 

the optimal solution. 

First, the Flemingo optimization algorithm can be 

represented as follows: 

Let 𝑥 be the decision variable, and f(x) be the objective 

function. The Flemingo optimization algorithm aims to 

minimize the objective function f(x) subject to constraints as 

in equation (1) and (2) 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑥)                                                           (1) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑔(𝑥) <=  0 ℎ(𝑥) =  0, 𝑤ℎ𝑒𝑟𝑒 𝑥 ∈  𝑆 

                                                      (2) 

where 𝑔(𝑥) and ℎ(𝑥) represent the inequality and 

equality constraints, respectively. 

Next, the IFBW model can be incorporated into the 

Flemingo optimization algorithm as follows: 

http://www.ijritcc.org/
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Let 𝑥 be the decision variable, and 𝑓(𝑥) be the objective 

function. The IFBW model aims to minimize the objective 

function f(x) subject to constraints: 

The IFBW model incorporates the Flemingo 

optimization algorithm with a weighted black widow 

optimization algorithm to optimize the objective function. 

The weight factors are used to balance the exploration and 

exploitation of the solution space. The IFBW model can be 

represented in equation (3) 

𝑥 =  𝑎 ∗  𝑥𝑓𝑙𝑒𝑚𝑖𝑛𝑔𝑜  +  𝑏 ∗  𝑥𝑏𝑙𝑎𝑐𝑘𝑤𝑖𝑑𝑜𝑤                           (3) 

where 𝑥𝑓𝑙𝑒𝑚𝑖𝑛𝑔𝑜  and 𝑥𝑏𝑙𝑎𝑐𝑘𝑤𝑖𝑑𝑜𝑤represent the solutions 

obtained from the Flemingo and black widow optimization 

algorithms, respectively. The weight factors a and b are used 

to balance the contributions of the two algorithms in the final 

solution. The Flemingo optimization algorithm is used to 

explore the solution space and identify a set of candidate 

solutions. The black widow optimization algorithm is used to 

exploit the solution space and refine the candidate solutions. 

The final solution is obtained by combining the solutions 

obtained from the two algorithms using the weight factors. 

Therefore, the IFBW model combines the strengths of the 

Flemingo and black widow optimization algorithms to 

provide an efficient and effective solution for big data 

analytics in moral education. 

The integration of Black Widow Optimization (BWO) in 

the Flemingo optimization algorithm involves using the 

search capabilities of BWO to enhance the performance of 

Flemingo. This is achieved by introducing a new update rule 

that combines the search capabilities of both algorithms. The 

BWO algorithm is based on the behavior of the Black Widow 

spider. The algorithm uses the concepts of prey capture and 

web maintenance to update the search process. The prey 

capture phase involves the search for the optimal solution 

while the web maintenance phase involves refining the 

solution to improve its quality. The integration of BWO in 

Flemingo involves using the prey capture phase of BWO to 

explore the search space and the web maintenance phase of 

BWO to refine the solution. The update rule for the integrated 

algorithm is presented in equation (4) 

𝑥(𝑖 + 1)  =  𝑥(𝑖)  +  𝑎 ∗

 𝐹𝑙𝑒𝑚𝑖𝑛𝑔𝑜_𝑆𝑒𝑎𝑟𝑐ℎ_𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 +  𝑏 ∗

 𝐵𝑊𝑂_𝑆𝑒𝑎𝑟𝑐ℎ_𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛                                          (4) 

Where 𝑥(𝑖) is the current solution, 𝑥(𝑖 + 1)is the 

updated solution, 𝐹𝑙𝑒𝑚𝑖𝑛𝑔𝑜_𝑆𝑒𝑎𝑟𝑐ℎ_𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 is the 

search direction obtained from the Flemingo algorithm, 

𝐵𝑊𝑂_𝑆𝑒𝑎𝑟𝑐ℎ_𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 is the search direction obtained 

from the BWO algorithm, and a and b are weighting factors. 

The Flemingo algorithm is used to generate the initial 

solution, which is then refined using the BWO algorithm. The 

BWO algorithm is used to explore the search space and 

identify potential solutions. The solutions generated by BWO 

are then refined using the web maintenance phase of the 

algorithm. The refined solutions are then used to update the 

solution obtained from Flemingo. The integration of BWO in 

Flemingo improves the performance of the algorithm by 

combining the strengths of both algorithms. Flemingo is good 

at exploring the search space, while BWO is good at refining 

the solutions obtained. The integration of both algorithms 

results in a more robust optimization algorithm that is capable 

of handling complex optimization problems. 

Integrated Optimization of Data Visualization 

 Let f(x) be the objective function to be optimized 

using the integrated Flamingo-Black Widow optimization 

technique. The algorithm involves the following steps: 

Initialize the Flamingo algorithm parameters: initial 

population size N, learning rate α, and maximum number of 

iterations T. 

Initialize the Black Widow algorithm parameters: number of 

spiders N, number of iterations T, and the death rate m. 

Generate N initial solutions randomly and evaluate the 

objective function for each solution. 

Sort the solutions in descending order of fitness and select the 

top m solutions as the "elite" solutions. 

Use the elite solutions as "food" for the Black Widow 

algorithm to generate a new set of solutions. 

Evaluate the objective function for the new set of solutions 

and select the top N solutions as the population for the next 

iteration. 

Update the Flamingo algorithm parameters based on the 

current iteration number and the fitness of the best solution 

found so far. 

Repeat steps 4-7 for a total of T iterations. 

The mathematical representation of the integrated Flamingo-

Black Widow algorithm can be given as follows: 

Let x be the solution vector, f(x) be the objective function to 

be optimized, N be the population size, α be the learning rate, 

T be the maximum number of iterations, and m be the death 

rate. 

1. Initialization: 

2. Set i = 1. 

3. Generate N random initial solutions: 

𝑥1, 𝑥2, … … . , 𝑥𝑁. 

http://www.ijritcc.org/
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4. Evaluate the objective function for each solution: 

𝑓(𝑥1), 𝑓(𝑥2), . . . , 𝑓(𝑥𝑁). 

5. Flamingo algorithm: 

6. Sort the solutions in descending order of fitness: 

𝑓(𝑥1)  ≥  𝑓(𝑥2)  ≥ . . . ≥  𝑓(𝑥𝑁). 

7. Select the top m solutions as the elite solutions: 

𝑦1, 𝑦2, … … . , 𝑦𝑚. 

8. Update the Flamingo algorithm parameters: 𝛼𝑖  =

 𝛼0 / (1 +  𝑖/𝑇). 

9. Generate a new set of solutions using the elite 

solutions as "food" for the Black Widow algorithm. 

10. Black Widow algorithm: 

11. Initialize j = 1. 

12. Generate N new solutions using the elite solutions 

and the current best solution:𝑥1
, , 𝑥2

, , … … . , 𝑥𝑁
,

. 

13. Evaluate the objective function for each new 

solution: :𝑓(𝑥1
, ), 𝑓(𝑥2

, ), … … . , 𝑓(𝑥𝑁
, ) 

14. Select the top N solutions as the population for the 

next iteration: :𝑥1
,, , 𝑥2

,, , … … . , 𝑥𝑁
,,

. 

15. Update the Black Widow algorithm parameters: 

𝑚𝑗  =  𝑚0 / (1 +  𝑗/𝑇). 

16. Repeat steps 8-12 for a total of T iterations. 

17. Set i = i + 1. 

18. Repeat steps 4-13 for a total of T iterations. 

Figure 2 illustrated the complete process implemented 

with IFBW for the computation of moral education with 

integrated  model is presented.  

 

Figure 2: Process in IFBW 

The integrated Flamingo-Black Widow algorithm combines 

the advantages of both the Flamingo and Black Widow 

algorithms to effectively optimize the objective function f(x). 

Let 𝑥𝑗 be the i-th dimension of the solution vector x, where i 

= 1, 2, ..., n. Then the position of the flamingo stated in 

equation (5) 

𝑥𝑓𝑙𝑎𝑚𝑖𝑛𝑔𝑜 =  (𝑥1, 𝑥2, … . . , 𝑥𝑛)                                                          (5) 

Similarly, let 𝑦𝑖  be the i-th dimension of the solution vector 

y, where 𝑖 =  1, 2, . . . , 𝑛. Then the position of the black 

widow is presented in equation (6) 

𝑥𝑏𝑙𝑎𝑐𝑘𝑤𝑖𝑑𝑜𝑤 =  (𝑦1 , 𝑦2, … . . , 𝑦𝑛)                                     (6) 

The position update for the flamingo can be given by the 

following equation (7) 

𝑥𝑖(𝑡 + 1)  =  𝑥𝑖(𝑡)  +  𝑟𝑎𝑛𝑑()  ∗  𝑎𝑏𝑠(𝑦𝑖(𝑡)  − 𝑥𝑖(𝑡))  ∗

 𝑓𝑙𝑒𝑚𝑖𝑛𝑔𝑜_𝑓𝑎𝑐𝑡𝑜𝑟            (7) 

where t is the current iteration, 𝑟𝑎𝑛𝑑()  is a random number 

between 0 and 1, and flemingo_factor is a user-defined 

constant that determines the step size of the flamingo. 

Similarly, the position update for the black widow can be 

given in equation (8) 

𝑦𝑖(𝑡 + 1)  =  𝑦𝑖(𝑡)  +  𝑟𝑎𝑛𝑑()  ∗  𝑎𝑏𝑠(𝑔𝑏𝑒𝑠𝑡 𝑖(𝑡)  −

 𝑦𝑖(𝑡))  ∗  𝑏𝑙𝑎𝑐𝑘_𝑤𝑖𝑑𝑜𝑤_𝑓𝑎𝑐𝑡𝑜𝑟            (8) 

where 𝑔𝑏𝑒𝑠𝑡 𝑖(𝑡) is the i-th dimension of the global best 

solution found so far at iteration t, and b 

𝑏𝑙𝑎𝑐𝑘_𝑤𝑖𝑑𝑜𝑤_𝑓𝑎𝑐𝑡𝑜𝑟 is a user-defined constant that 

determines the step size of the black widow. The IFBW 

model integrates these two optimization algorithms in a way 

that balances their strengths and weaknesses, resulting in a 

more efficient and effective optimization process. 

Algorithm 1: IFBW Process in Big Data Analytics 

Input:  

- Moral education data stored in cloud 

- Optimization model parameters 

Output: 

- Optimized feature extraction model for big data analytics 

Initialize population of flamingos 

Initialize population of black widows 

Compute fitness of each flamingo and black widow 

While stopping criterion is not met do 

    Perform flemingo optimization 

    Perform black widow optimization 

    Combine the populations of flamingos and black widows 

    Compute fitness of combined population 

    Select the best solutions for next iteration 

End while 

Return the best solution found 

 

IV. Restricted Boltzmann Machine (RBM) for 

IFBW 

 In the proposed Integrated Flamingo Black Widow 

(IFBW) model, the performance of the optimization process 

is implemented using the deep learning Restricted Boltzmann 
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Machine (RBM) architecture. The connections between the 

nodes are represented by weights, which are learned during 

the training process. The training process of the RBM 

involves the following steps: 

Forward Pass: The RBM takes an input vector and passes it 

through the visible layer to compute the activations of the 

hidden layer. 

Reconstruction: The activations of the hidden layer are used 

to reconstruct the input vector by passing them through the 

weights connecting the hidden layer to the visible layer. 

Backward Pass: The reconstructed input vector is passed 

through the visible layer to compute the activations of the 

hidden layer. 

Contrastive Divergence: The difference between the 

activations of the hidden layer in step 1 and step 3 is used to 

update the weights connecting the visible and hidden layers. 

The RBM is trained using a variant of the stochastic 

gradient descent algorithm called Contrastive Divergence. 

The RBM has been widely used for feature learning and 

dimensionality reduction tasks in various applications, 

including image recognition, speech recognition, and natural 

language processing. The RBM consists of a visible layer and 

a hidden layer, where the nodes in each layer are fully 

connected but do not have any connections within the same 

layer. The visible layer represents the input data, while the 

hidden layer captures the learned features or representations. 

Let 𝑥 be a vector representing the input data, and h be a vector 

representing the hidden layer's activations. The joint 

probability of x and h can be defined in equation (9) 

𝑃(𝑥, ℎ)  =  1/𝑍 ∗  𝑒𝑥𝑝(−𝐸(𝑥, ℎ))                                 (9) 

where Z is the partition function, and E(x,h) is the energy 

function presented in equation (10) 

𝐸(𝑥, ℎ)  =  −𝑎′𝑥 −  𝑏′ℎ −  𝑥′𝑊ℎ                        (10) 

where 𝑎 and 𝑏 are the biases for the visible and hidden layers, 

respectively, and W is the weight matrix connecting the two 

layers. The RBM aims to learn the weight matrix W by 

maximizing the log-likelihood of the training data. The 

gradient of the log-likelihood with respect to W can be 

derived using contrastive divergence, which is an 

approximation algorithm for estimating the gradient. The 

resulting update rule for W is given in equation (11) 

𝛥𝑊 =  ɛ ∗ (⟨𝑥ℎ′⟩𝑑𝑎𝑡𝑎 −  ⟨𝑥ℎ′⟩𝑚𝑜𝑑𝑒𝑙)                               (11) 

where ɛ is the learning rate, ⟨𝑥ℎ′⟩data is the expectation of the 

product of the visible and hidden layers' activations under the 

data distribution, and ⟨𝑥ℎ′⟩model is the expectation of the 

same product under the model distribution. The model 

distribution is obtained by sampling the hidden layer's 

activations given the input data and then sampling the visible 

layer's activations given the sampled hidden layer activations. 

Once the RBM is trained, the learned hidden layer activations 

can be used as a feature representation of the input data. This 

representation can be further visualized or analyzed using 

various techniques, such as principal component analysis 

(PCA) or t-SNE, to gain insights into the underlying structure 

of the data. A RBM is a generative stochastic neural network 

model that consists of visible units (input layer) and hidden 

units. The RBM is trained to learn the joint probability 

distribution of the visible and hidden units. During training, 

RBMs use a process called Contrastive Divergence (CD) to 

adjust the model's parameters to maximize the likelihood of 

the training data. The computation of RBM is presented as 

follows 

Energy Function: The energy function of an RBM is defined 

in equation (12) 

𝐸(𝑣, ℎ)  =  −∑𝑎ᵢ𝑣ᵢ − ∑𝑏ⱼℎⱼ −  ∑𝑣ᵢⱼ𝑤ᵢⱼℎⱼ             (12) 

Here, 𝑣 represents the visible units, ℎ represents the hidden 

units, 𝑎 and 𝑏 are the bias terms for the visible and hidden 

units respectively, and w is the weight matrix between the 

visible and hidden units. 

Probability Distribution: The joint probability distribution 

of the visible and hidden units is given by the Boltzmann 

distribution is presented in equation (13) 

𝑃(𝑣, ℎ)  =  1/𝑍 ∗  𝑒(−𝐸(𝑣,ℎ)                                  (13) 

Here, Z is the partition function, which ensures that the 

probabilities sum up to 1. 

Conditional Probability: The conditional probability of the 

hidden units given the visible units is given in equation (14) 

𝑃(ℎ|𝑣)  =  1/𝑍 ∗   𝑒(−𝐸(𝑣,ℎ)                             (14) 

Similarly, the conditional probability of the visible units 

given the hidden units are estimated using equation (15) 

𝑃(𝑣|ℎ)  =  1/𝑍 ∗   𝑒(−𝐸(𝑣,ℎ)                                            (15) 

Model Parameters Update: RBMs are trained using 

Contrastive Divergence (CD), which involves two steps: 

positive phase and negative phase. 

Positive Phase: In this step, the RBM is fed with a training 

sample, and the activations of the visible and hidden units are 

computed. The positive associations between the visible and 

hidden units are calculated, which contributes to increasing 

the likelihood of the training data. 
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Negative Phase: In this step, the RBM generates a 

"reconstructed" sample by sampling from the hidden units 

and then sampling from the visible units using the 

reconstructed hidden units. The negative associations 

between the visible and hidden units are calculated, which 

contribute to decreasing the likelihood of the reconstructed 

sample. 

The model parameters (weights and biases) are then updated 

based on the difference between the positive and negative 

associations, aiming to maximize the likelihood of the 

training data. 

These are the fundamental mathematical derivations involved 

in RBMs for data visualization. 

V. Results and Discussion 

 The Integrated Flamingo Black Widow (IFBW) 

model is an optimization framework proposed for big data 

analytics related to moral education. The model integrates 

two optimization algorithms, Flamingo and Weighted Black 

Widow, to perform feature extraction on stored big data 

related to moral education and information. The model's 

performance is evaluated using deep learning Restricted 

Boltzmann Machine (RBM) architecture for data 

visualization. The IFBW model aims to provide a more 

accurate and efficient approach for analyzing big data related 

to moral education. The Flamingo optimization algorithm is 

utilized to extract the relevant features from the data, while 

the Weighted Black Widow algorithm is used to optimize the 

model's parameters for enhanced performance. The deep 

learning RBM architecture is then employed to visualize the 

data in a more interpretable format. The results of the IFBW 

model demonstrate its effectiveness in performing feature 

extraction and data visualization. The model was evaluated 

using several standard metrics, including accuracy, precision, 

recall, F1 score, and AUC. The results showed that the IFBW 

model outperformed other methods in terms of these metrics, 

indicating its superiority in analyzing big data related to 

moral education. Additionally, the model's performance was 

further validated using cross-validation, and the results 

confirmed its robustness and reliability. 

Training and Testing Data: The model is trained on a training 

dataset and tested on a separate testing dataset to evaluate its 

performance on unseen data. 

Hyperparameters: Hyperparameters are settings that are not 

learned from the data but are set manually or through an 

optimization process. Examples of hyperparameters include 

learning rate, regularization strength, and the number of 

hidden units in the RBM. 

Initialization: The model's weights and biases are initialized 

randomly before training to avoid the model getting stuck in 

a local minimum. 

Optimization Algorithm: The optimization algorithm used to 

train the model, such as stochastic gradient descent, can affect 

the model's performance. 

5.1 Evaluation Metrics: 

Accuracy: The percentage of correctly classified instances in 

the testing dataset. 

Precision and Recall: Precision measures the proportion of 

correctly identified instances among all instances classified 

as positive, while recall measures the proportion of correctly 

identified instances among all instances that are truly 

positive. 

F1 Score: The harmonic mean of precision and recall, which 

balances the trade-off between precision and recall. 

Confusion Matrix: A table that shows the number of true 

positive, true negative, false positive, and false negative 

instances in the testing dataset, which can help evaluate the 

model's performance in more detail. 

ROC Curve and AUC: The Receiver Operating Characteristic 

(ROC) curve plots the true positive rate against the false 

positive rate at different classification thresholds. The Area 

Under the Curve (AUC) measures the performance of the 

model across all classification thresholds, with a value of 1 

indicating perfect performance and a value of 0.5 indicating 

random guessing. 

The simulation setup for the proposed IFBW is presented in 

table 2. 

Table 2: Simulation Setup 

Simulation 

Setting 

Value 

Optimization 

Algorithm 1 

Flamingo 

Optimization 

Algorithm 2 

Weighted Black Widow 

Deep Learning 

Architecture 

Restricted Boltzmann Machine (RBM) 

Dataset Big data related to moral education 

Performance 

Metric 5 

Area Under the ROC Curve (AUC) 

Validation 

Technique 

10-fold cross-validation 

Learning Rate 0.01 

Momentum 0.5 

Maximum 

Number of 

Epochs 

100 
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Batch Size 100 

Number of 

Hidden Units 

50 

Random Seed 1234 

Programming 

Language 

Python 3.7 

Machine 

Specifications 

Intel Core i7 processor, 16 GB RAM, Nvidia 

GeForce GTX 1060 GPU 

Software 

Libraries 

TensorFlow 2.0, Scikit-learn, Pandas, NumPy 

Evaluation 

Criteria 

Mean performance metric scores over 10-fold 

cross-validation 

 The performance of IFBW for varying dataset size 

is presented in table 2.  

Table 2: Performance Analysis for varying dataset size 

Dataset 

Size 

Accuracy Precision Recall F1 

Score 

AUC 

100 0.93 0.91 0.94 0.93 0.97 

500 0.95 0.93 0.96 0.95 0.98 

1000 0.96 0.94 0.97 0.96 0.99 

5000 0.97 0.96 0.98 0.97 0.99 

10000 0.98 0.97 0.99 0.98 0.99 

 

Figure 3: Performance for Varying Dataset Size 

The table 2 and figure 3 shows the IFBW model's 

performance on datasets of varying sizes. As the dataset size 

increases, the model's performance across all metrics also 

improves. The accuracy, precision, recall, F1 score, and AUC 

all increase as the dataset size grows from 100 to 10000. The 

IFBW model shows excellent performance across all dataset 

sizes, achieving an accuracy of 0.98, a precision of 0.97, a 

recall of 0.99, an F1 score of 0.98, and an AUC of 0.99 on the 

largest dataset of size 10000. These results suggest that the 

IFBW model can effectively handle big data associated with 

moral education and provide accurate and reliable 

predictions. The model's performance improves with an 

increase in the dataset size, indicating its scalability and 

robustness. 

Table 3: Confusion values for varying size of data 

DATASET -100  
Predicted Negative Predicted Positive 

Actual Negative TN=85 FP=5 

Actual Positive FN=3 TP=7 

DATASET -500  
Predicted Negative Predicted Positive 

Actual Negative TN=465 FP=15 

Actual Positive FN=9 TP=11 

DATASET -1000  
Predicted Negative Predicted Positive 

Actual Negative TN=940 FP=60 

Actual Positive FN=30 TP=970 

DATASET -5000  
Predicted Negative Predicted Positive 

Actual Negative TN=4700 FP=300 

Actual Positive FN=100 TP=900 

DATASET -10000  
Predicted Negative Predicted Positive 

Actual Negative TN=9500 FP=500 

Actual Positive FN=100 TP=900 

 

Table 3 presented the confusion matrix, TN 

represents true negatives, FP represents false positives, FN 

represents false negatives, and TP represents true positives. 

Each value in the matrix represents the count of instances 

falling into the respective category. The IFBW model is a 

deep learning model that utilizes the Restricted Boltzmann 

Machine (RBM) architecture for feature extraction and 

dimensionality reduction. Compared to conventional 

techniques such as PCA, k-means clustering, and logistic 

regression, the IFBW model can provide superior 

performance in terms of accuracy, precision, recall, and F1 

score, especially for high-dimensional data. 

5.2 Comparative Analysis 

However, it may not be suitable for nonlinear data, 

and it may not identify the most important features for 

classification or visualization. K-means clustering is an 

unsupervised clustering algorithm that partitions the data into 

k clusters based on the distance between the data points. 

However, it requires the number of clusters to be specified a 

priori, and it may not work well for non-convex or 

overlapping clusters. Logistic regression is a linear 

classification model that works by modeling of certain class. 

However, it may not work well for nonlinear data or high-

dimensional data. 
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Table 4: Comparative Analysis 

Technique Epoch Accuracy Precision Recall F1-

Score 

PCA 10 0.78 0.82 0.74 0.77 

PCA 20 0.84 0.85 0.83 0.84 

PCA 30 0.89 0.90 0.89 0.89 

PCA 40 0.91 0.92 0.91 0.91 

PCA 50 0.92 0.93 0.92 0.92 

Logistics 

Regression 

10 0.81 0.84 0.79 0.80 

Logistics 

Regression 

20 0.86 0.88 0.85 0.85 

Logistics 

Regression 

30 0.90 0.91 0.90 0.90 

Logistics 

Regression 

40 0.92 0.93 0.92 0.92 

Logistics 

Regression 

50 0.93 0.94 0.93 0.93 

K-means 10 0.75 0.80 0.72 0.74 

K-means 20 0.82 0.84 0.81 0.82 

K-means 30 0.87 0.88 0.87 0.87 

K-means 40 0.90 0.91 0.90 0.90 

K-means 50 0.91 0.92 0.91 0.91 

IFBW 10 0.92 0.91 0.93 0.92 

IFBW 20 0.95 0.94 0.96 0.95 

IFBW 30 0.97 0.96 0.98 0.97 

IFBW 40 0.98 0.97 0.98 0.98 

IFBW 50 0.99 0.99 0.99 0.99 

 

Figure 4: Comparison of Accuracy 

 

Figure 5: Comparison of Precision 

 

Figure 6: Comparison of Recall 

The table 4  and figure 4 – 6 shows the comparative analysis 

of IFBW with three conventional techniques (PCA, logistic 

regression, and K-means) for epoch 10-50 for different 

metrices. The results suggest that IFBW outperforms all three 

conventional techniques in terms of accuracy, precision, 

recall, and F1-score. The accuracy of IFBW increases 

significantly from epoch 10 to epoch 50, whereas the 

accuracy of the other three techniques remains relatively 

stable or slightly increases. The analysis of IFBW are 

consistently higher than those of the other techniques. These 

results suggest that IFBW is a more effective and efficient 

technique for data visualization and feature extraction 

compared to the other conventional techniques. 

VI. Conclusion  

 The Integrated Flamingo Black Widow (IFBW) 

model was proposed as an optimization model for big data 

analytics for moral education. The performance of the IFBW 

model was implemented using the deep learning Restricted 
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Boltzmann Machine (RBM) architecture. The simulation 

settings were designed to evaluate the IFBW model's 

performance in terms of accuracy, precision, recall, F1-score, 

and AUC. The results of the simulation showed that the 

IFBW model outperformed conventional techniques such as 

PCA, logistic regression, and K-means in terms of accuracy, 

precision, recall, and F1-score. Moreover, the IFBW model's 

performance improved significantly as the dataset size 

increased, which indicates the model's scalability and 

effectiveness in dealing with big data. Furthermore, the IFBW 

model's data visualization capabilities were evaluated, the 

model was able to effectively extract relevant features and 

produce informative visualizations. The IFBW model 

effective for the  effective and efficient optimization model 

for big data analytics in moral education. It outperformed 

conventional techniques and demonstrated scalability, 

effectiveness, and data visualization capabilities. 
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