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Abstract: Retinal image analysis has remained an essential topic of research in the last decades. Several algorithms and techniques have 

been developed for the analysis of retinal images. Most of these techniques use benchmark retinal image datasets to evaluate performance 

without first exploring the quality of the retinal image. Hence, the performance metrics evaluated by these approaches are uncertain. In this 

paper, the quality of the images is selected by utilizing the hybrid naturalness image quality evaluator and the perception-based image quality 

evaluator (hybrid NIQE-PIQE) approach. Here, the raw input image quality score is evaluated using the Hybrid NIQE-PIQE approach. Based 

on the quality score value, the deep learning convolutional neural network (DCNN) categorizes the images into low quality, medium quality 

and high quality images. Then the selected quality images are again pre-processed to remove the noise present in the images. The individual 

green channel (G-channel) is extracted from the selected quality RGB images for noise filtering. Moreover, hybrid modified histogram 

equalization and homomorphic filtering (Hybrid G-MHE-HF) are utilized for enhanced noise filtering. The implementation of proposed scheme 

is implemented on MATLAB 2021a. The performance of the implemented method is compared with the other approaches to the accuracy, 

sensitivity, specificity, precision and F-score on DRIMDB and DRIVE datasets. The proposed scheme’s accuracy is 0.9774, sensitivity is 

0.9562, precision is 0.99, specificity is 0.99, and F-measure is 0.9776 on the DRIMDB dataset, respectively. 

Keywords: Retinal Image, Image Quality, Quality Score, Pre-Processing, Noise Filtering, Green Channel. 
 

I. INTRODUCTION 

Eye vision is a necessary sense for all people. The retina is 

a thin membrane, the innermost layer of the eyeball. However, 

in the world, many people are suffering from vision 

impairments [1]. According to World Health Organization 

(WHO), in a 2017 report, 283 million people suffer from vision 

problems worldwide. Among them, 245 million people have a 

moderate impairment, and 38 million are blind. As per the 

international agency for the prevention of blindness (IAPB) 

2017 report, over 7.4 billion worldwide, 253 million people are 

suffering from vision impairments, of which 37 million are 

blind, and 216 million have moderate vision problems [2]. 

Diabetics Retinopathy (DR) is one of the most problems of the 

patient with diabetics, and in the starting stage, DR has no pain 

and does not have any effect on the eye. DR rapidly causes 

severe vision problems and blindness when it is not treated 

properly. Detecting in early-stage and suitable treatment of DR 

can recover vision loss [3]. The WHO suggests periodic 

screening for people at high risk. Still, the low rate of 

ophthalmologists would force the manual screening of many 

people who need screening, particularly in developing 

countries and rural areas [4]. Automatic screening can 

overcome these drawbacks by offering easy capture and 

verifying patient images [5]. Retinal images are mainly 

exploited in DR automatic screening models as they have 

merits like non-invasive and cost-effective [6]. The diagnosis 

of DR includes blood vessels, optic disc and the macula 

segment [7]. 

Better quality retinal images should be provided for the 

automatic screening. These images can be degraded due to 

various factors like retina’s curved structure, patient movement 

and camera settings [8]. Due to these reasons, a misdiagnosis 

could happen when early disease signs are concealed because 

of the image’s poor quality, leading to delayed treatment. 

Retinal image quality assessment (RIQA) is important to 

guarantee that the images utilized for medical analysis are of 

sufficient quality for diagnosis [9]. RIQA methods generally 

consider the retinal images, which the medical experts 

manually explain as bad or good quality images. These images 

are used for training the classifier for differentiating bad and 

good quality retinal images [10]. The RIQA algorithm can be 

divided into two groups: histogram and segment-based IQA 

methods. In both methods, the image quality is found by the 

variation among its histogram and mean histogram of the good 

quality images. Many researchers are working on automatic 

RIQA using several methods [11]. The RIQA methods are 

grouped into three segments, namely (a) generic quality of 

image indicators, (b) structure of retinal images (c) both 

structure of retinal images and generic quality of image 

indicators [12]. The methods that use the generic quality of the 
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image do not segment the image and consume only low 

computational power [13]. 

The existing machine learning (ML) techniques are based 

on expert people for the relevant handcrafter features 

extraction. Deep learning (DL) [14] models learn the high-

level features from the data without the need of the expert 

people. Thus, the DL methods have been gaining popularity in 

the medical field application [15]. Convolutional Neural 

Network (CNN) is the popular DL exploited in computer 

vision processes like classification of images and object 

detection. CNN is trained for extracting features from images 

[16]. The extension of CNN is DCNN which generates new 

images by the extracted features [17]. This article mainly 

focuses on the pre-processing technique, improving image 

quality. After selecting image quality, image filtering 

techniques should be applied to remove the noise. There are 

problems accompanied by retinal images, which analyze 

retinal complex, and these issues occur due to noise in the 

image. Many approaches have been developed to improve the 

contrast and remove noise. In this article, the contract of the 

image is improved by a Modified histogram equalizer (MHE), 

and the noise is removed by homomorphic filtering [18] [19] 

[20]. 

Motivation: Detecting the retinal images manually is 

labour-intensive and takes more time to process. Therefore, 

Computer Assisted Diagnostic (CAD) has been used recently 

for image analysis. This automated RIQA can minimize the 

requirement for human intervention, low cost, and offer good 

services in remote places. RIQA is a necessary precondition 

for retinal disease detection. Its motive is to find retinal images 

in which the structure of anatomic and lesions attracts the 

attention of ophthalmologists. Most images are displayed 

clearly and reject the poor quality retinal images. The success 

of these automated systems relies on image quality. But due to 

the various lighting and movement of the patient, the images 

will be blurred with noise and affect the detection accuracy. 

Over the last two decades, numerous approaches have been 

developed, combining various automatic retinal image analysis 

methods. Recently, DL approaches that hybrid multi-level 

representations have been developed for obtaining remarkable 

performances in medical imaging analysis. Different from the 

existing model, DL can determine the hidden information in 

the original feature, which improves the robustness of the 

model. 

Contributions 

• The pre-processing is the major part of this work. Here, 

the raw input image quality score is evaluated using the 

Hybrid NIQE-PIQE approach. 

• Based on the quality score value DCNN categorizes the 

images into low quality, medium quality and high-

quality images.  

• Then the selected quality images are again pre-

processed to remove the noise present in the images. 

The individual G-channel is extracted from the selected 

quality RGB images.  

• Hybrid G-MHE-HF is utilized for contrast 

enhancement and noise removal.  

• The performance of the implemented method is 

compared with the other approaches with respect to 

accuracy, sensitivity, specificity, precision, and F-

measure. 

The remaining structure of the research article is arranged 

as follows: section 2 gives the recent related research works; 

section 3 explains the developed scheme; section 4 gives the 

discussion of implemented results; and last, section 5 gives the 

overall conclusion. 

II. RELATED WORKS 

Some of the recently introduced techniques in RIQA using 

different models are listed below: 

Coyner et al. [21] analyzed the quality of an image in 

retinopathy of prematurity (ROP) using DCNN. The retinal 

fundus images were gathered from premature babies on ROP 

screening. Totally, 6139 images were gathered from nine 

institutions. The images were grouped based on their quality. 

The 5-fold cross fold was used to avoid overfitting problems 

and for estimating the test performance. The performance of 

the CNN was implemented by the receiver operating 

characteristic curve (ROC). Further, this model can be applied 

in telemedicine and clinical setting. 

TABLE 1 Features and challenges of the existing models 

Authors 

and 

citations 

Methods Features Challenges 

Coyner et al. 

[21] 

DCNN Reduces the 

overfitting 

problem 

Exactly 

determine the 

high and low 

quality images 

This model was 

restricted only to 

RetCam images and 

did not support 

other images. 

It was unclear 

whether this 

method could 

classify the images 

gathered from 

adults. 

Chalakkal et 

al. [22] 

DCNN Achieves better 

classification 

and convergence 

speed is faster 

The 

implementation 

cost was high 
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Abdel-

Hamid and 

Lamiaa [23] 

VGG 16 

with TL 

Achieved better 

accuracy 

This model does 

not support images 

from other sources 

Pratap et al. 

[24] 

 

CNN with 

SVM 

Achieved better 

testing and 

training 

accuracy 

This method was 

prone to overfitting 

problem 

Sun et al. 

[25] 

 

CNN Achieved better 

accuracy and 

ROC of about 

97.1% and 0.9% 

This model takes 

more time for the 

training process 

 

Chalakkal et al. [22] presented a DL-based RIQA 

implementation method. The classification of level 1 was 

based on the DL method, and level 2 was based on 

unsupervised learning. The level 1 classifier analyzed the 

retinal images, and the level 2 classifier analyzed the field 

definition. With the help of these two classifiers, the images 

were classified into high and low quality images. This model 

was more robust, and it was suitable for medical practice. 

Abdel-Hamid and Lamiaa [23] used a modified VGG 16 

architecture and transfer learning (TL) for classifying the 

retinal images in RIQA analysis. The wavelet details and 

spatial are inputs given to the VGG architecture because it has 

the relevant data based on the retinal image quality. The 

experimental results were carried out on the different datasets, 

and the experiments were done with and without TL. Finally, 

this model achieved higher accuracy and performed well 

compared to other RIQA methods. 

Pratap et al. [24] presented a method for cataract diagnosis, 

which has several stages like normal, mild, moderate and 

severe, using the fundus images. This model utilized the pre-

trained CNN for the TL to classify cataracts. Further, pre-

trained CNN was used to extract features, which were given to 

the Support Vector Machine (SVM). The image selection 

quality was used when the quality level was not matched with 

the testing and training. The model achieved an accuracy of 

about 92.91%. This model was more helpful for the people 

living in rural areas. 

Sun et al. [25] evaluated the various CNN (VGG-16, 

ResNet-50, AlexNet and GoogLeNet) performances in the 

classification of retinal images. This model evaluated the two 

major factors, namely pre-processing and data augmentation. 

These two factors were important in the application of medical 

images. It was proved that the GoogLeNet fine-tuned using 

ImageNet has a better pre-processing of the image, and data 

augmentation achieved a better accuracy in the traditional 

CNN architectures. Moreover, the classification result from a 

natural image can still transfer to make medical image quality 

classification efficiently. Table 1 represents the Features and 

challenges of the existing models 

III. PROPOSED METHODOLOGY 

This section explains the methodology of image quality 

selection, pre-processing and noise removal in the image. A 

hybrid RIQA technique is developed based on image quality. 

This paper mainly focused on pre-processing technique. The 

process of image quality is explained in detail in the below 

sections. 

Figure 1 shows the schematic diagram of the implemented 

scheme. Here, the raw input image quality score is evaluated 

using the Hybrid NIQE-PIQE approach. Based on the quality 

score value DCNN categorizes the images into low quality, 

medium quality and high quality images. Then the selected 

quality images are again pre-processed to remove the noise 

present in the images. The individual G-channel is extracted 

from the selected quality RGB images. Hybrid G-MHE-HF is 

utilized for contrast enhancement and noise removal. 

Image quality selection 

by Hybrid NIQE-PIQE )

DCNN

Low Medium High

Pre-processing G-filter

Image enhancement and 

noise removal using Hybrid 

G-MHE-HF

Input image

 

Figure 1 Schematic diagram of the implemented scheme 

A) Hybrid NIQE-PIQE for Retinal image score selection 

In the DL algorithm, image quality plays a major role. In 

this work, the quality of the image selection is added to filter 

out the good quality retinal image for further detection. The 

image quality is estimated by a no-reference image quality 

evaluator hybrid NIQE-PIQE. This hybrid model provides 

fewer scores for good images, and poor images achieve high 

scores. The trained regression model performance is based on 

the training database selection, which requires ground-truth 

subjective option scores. Inspired by the model completely 

blind NIQE and also trained pristine multivariate Gaussian 

(MVG) method form high quality retinal image collection. The 

natural scene statistics (NSS) calculated from the natural image 

can be achieved by attaching them with the density of MVG, 

and it can be represented as: 


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Where ),..........,( 21 lY yyyf is the feature of NSS, u and 

 are the mean and covariance of the MVG. Then the 

retinal images are divided into k patches pp . By calculating 

the features of NSS, every patch attached by MVG is defined 

by  ),( ju j
, and MVG 

 ),(u
is calculated for driving a 

local quality score. The distorted image quality is the distance 

between MVG attached to the feature and NSS, and it is given 

by 


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Where 1u and 2u are the mean, 
  ba ,

are the 

covariance of natural MVG and distorted MVG. 

But, NIQE utilizes a single global MVG technique for 

describing the image, and use local image information, which 

is used for predicting the image quality, is lost. Therefore the 

model is a hybrid with PIQE. 

PIQE involves features of NSS extracted from luminance 

image given by 

Klk
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Where u and   are mean and variance. },,.........1{ Mk = ,

}.,,.........1{ Nl = , M  and N  are the height and width of the 

image and K  is constant. The input image is segmented into 

non-overlapping blocks, and the Mean Subtracted Contrast 

Normalized (MSCN) coefficients are used for labelling a block 

by uniform block )(U or non-uniform block )(NU , which is 

expressed as 




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Where ku is an MSCN variance, ),( lkI


 in a block, kb , 

},,.........1{ Bnk = , Bn is the total block of size nn . 

The segment undergoes less spatial activity, if the standard 

deviation  of the structural element is less than the threshold 

value T . 

T                    (5) 

Additional perception based centre surround criterion is 

considered here to model noise distortion using block level 

MSCN features. This criterion is inspired by the Human Visual 

System’s (HVS) sensitivity to centre surround variations. The 

relation is given by 
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Where c and s are the segment standard deviation, bk

is a standard deviation of the non-uniform block. If the SNR is 

high,   is equal to bk . Hence a given block can be classified 

as affected noise when it satisfies the condition 

  2bk                  (7) 

Let bkv is the variance feature for assigning the distortion 

amount for a distorted block, and the distortion procedure is 

given by 
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Perception based Image Quality Evaluator, PIQE is 

expressed as 
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B) DCNN for image quality selection 

After selecting the score, the DCNN is used to classify the 

good, medium and poor quality images. DCNN has a 

convolutional layer, pooling layer, and fully connected layer.  
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maps
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Figure 2 Architecture of DCNN 

Figure 2 shows the architecture of DCNN. The 

convolutional layer consists of a set of filters used to extract 

the local features from the input. Each filter is used to calculate 

feature maps. The pooling layer minimizes the feature maps 

solution. Pooling generates invariance to a small distortion. 

Fully connected layers (FC) have neurons and filters where the 

levels of high reasoning are carried out. Here the computations 

are done by matrix multiplication and bias offset. The layers of 

the DCNN are explained below. 

Convolutional layer: Let the convolutional layer be CL  

and the feature maps 
)1(

1
−CL

f of size )1(
3

)1(
2

−−


CLCL
ff

. 
CL
jX

is a thj  feature map in the layer CL  and it is expressed in the 

following equation. 
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Where
CL
je is the bias matrix, for 1212 21 ++ CL

u
CL
u  is the 

filter size accomplishing the 
thi feature map in the layer 

)1( −CL with the feature map in the layer CL  is 
)(

,
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ijJ and 
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iX is a network trainable weight? The size of the output 

feature map is given by 
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Non-linearity layer: Let us assume the layer CLas a Non-

linearity layer, where the input 
CL

f1 output and feature maps 

are comprised with )
)1(

11
−

=
CLCL

ff is given as follows 

)(
)1( −

=
CL

j
CL
j XFX                     (14) 

Here F is the function of activation, and the coefficient of 

the gain is given by  

)(
)1( −

=
CL

jj
CL
j XFmBX                    (15)

                
 

Rectification: In rectification, the exact value for the 

feature map is calculated by the following equation, and here 

the exact value evaluation is developed pointwise. Therefore, 

the output has )
)1(

11
−

=
CLCL

ff  a feature map not modified in 

size. 

|| CL
j

CL
j XX =                      (16)

               
 

Local contrast normalization layer: The Local contrast 

normalization layer aims to establish the local competitiveness 

between feature maps adjacent units and spatial location units. 

The subtractive normalization operation output of the CL  is 

calculated by the following Equations. 
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Where R  and   are the hyperparameters. 

Feature pooling and subsampling layer: Basically, in 

each feature map, the pooling creates using locating window at 

the position of non-overlapping and keeps one value for each 
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window. Therefore, feature map subsampling is developed. 

The two types of pooling layers are average pooling and max 

pooling layers. 

Fully connected layer: When the layerCL  is not fully 

connected, then the feature maps 
)1(

1
−CL

f of size 

)1(
3

)1(
2

−−


CLCL
ff is considered as input and 

thi  layer with
thj  

is expressed as 

  
− − −

= = =
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==
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1 1 1
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,,, ()(

CL CL CLf
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f

m

f

n

CL
i

CL
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CL
i

CL
i

CL
j Xwtvwithvff   (19) 

Where 
CL

nmjiwt ,,,  is the weight associated with the position

),( nm .  

C) Pre-processing 

In a pre-processing step, the G-channel is extracted from 

the RGB retinal image, and it is mainly used pre-processing 

method in the computerized diagnosis of retinal detection. The 

merits of the G-channel are given as follows. 

• The G-channel has the contrast feature among the 

background and object. In addition, the illumination is 

poor for green and red channels.  

• The extraction of the G-channel is simple and efficient 

• The time of processing is reduced by one-third of the 

original time 

So the G-channel is extensively utilized for improving non-

uniform retinal image illumination. 

D) Noise removal by Hybrid G-MHE-HF 

The performance of the proposed method with the input G-

channel and histogram equalization of the input G-channel is 

evaluated. The histogram equalization is a good technique to 

improve the luminance conditions of an image 

An image’s histogram is a pictorial indication of the 

relative frequency of an image’s various gray levels. Many 

contrast enhancement approaches based on the histogram are 

available for improving the visible image quality. One of the 

common methods is Histogram equalization (HE). HE is a pre-

processing method that improves contrast for all kinds of 

images. Equalization suggests mapping from given intensity 

distribution to uniform intensity distribution. Therefore, the 

intensity values are developing in the whole range and can 

obtain close to equally distributed intensities in an output 

image. 

Let us consider the image as a two dimensional gray level 

array in HE. If the ),( kj element of the array is );( kjY  is the 

intensity of ),( kj  image pixel where );( kjY  is from the D  

discrete gray levels represented as }......,,{ 110 −DYYY  . The 

Probability Mass Function (PMF) of a gray level iY  is 

indicated as ][ iYP  and it stated as: 

m

m
YP i

i =][ Where 1....1,0 −= Dk                  (20) 

Where im is the number of the pixel with intensity k  and 

m is the overall pixel in an image.  

Let the cumulative distribution function (CDF) of iY  is 

represented as ][ iYC  and it is expressed as 


=

==

k

j

i
i

m

m
yYPYC

0

][][ Where 1....1,0 −= Dk     (21) 

It is clear that the 1][ 1 =−DYC . Then for HE, a transform 

function is (.)F  which maps a gray level of input iY  into a 

gray level of output )(iF  is represented as 

][)()( 010 iDi YCYYYYF −+= − Where 1....1,0 −= Dk                 (22)  

E) Hybrid MHE-HF
 

There are two pre-processing stages: in the first stage, 

MHE improves global image contrast, and in the second stage, 

HF is exploited for image sharpening and normalization of 

image. The limitation of HE is that it does not offer a 

mechanism which could adjust the enhancement level. Here 

MHE is introduced for contrast enhancement. This modified 

model can control the contrast enhancement level in an output 

image. 

Let H  be the histogram’s input image and uH  is the 

uniform histogram. Then the modified histogram equalization 

is expressed as 

HHH um )1(  −+= Where 10                  (23) 

 In this work 55.0= is considered. 

Basically, contrast enhancement also has noise 

enhancement; therefore, HF is applied to reduce the noise 

content in a HE image. HF is a popular approach for enhancing 

and restoring degraded images with unequal illumination. This 

method utilizes the illumination reflectance method in its 

operation. Two components characterize this approach. One is 
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the incidence component, and the second one is reflectance. An 

image ),( ii yxf  is stated as: 

),(),(),( iiiiii yxryxiyxf =                (24) 

Where ),( ii yxi and ),( ii yxr are the incidence and 

reflected components. 

Here, the intensity of incidence is slower than the intensity 

of reflectance. Hence ),( ii yxr  is considered a high frequency 

component than ),( ii yxi . Considering this fact, the HF 

method aims to reduce the significance of ),( ii yxi by 

minimizing the low frequency component of an image. 

Filtering techniques in the frequency domain can demonstrate 

this. To do this image has to transform to a frequency domain 

from a special domain. This can be demonstrated by Fourier 

transforms. Then applying HF, normalization of the image is 

applied, and it is expressed as: 

),(),( ii
MO

MI
ii yxf

Y

Y
yxg 













=              (25) 

Where MIY aninput image is mean brightness and MOY is 

the image generated after HF, respectively.
 

IV. RESULT AND DISCUSSION 

This section gives the performance analysis and discussion 

of the image quality selection of the proposed scheme. The 

entire implementation has been processed on a system with 8 

GB RAM and an Intel Core i5 CPU with 3.0 GHz speed. To 

implement the proposed scheme, MATLAB 2021a is utilized. 

The performance of the proposed method is compared with the 

Gaussian and Bilateral filters. 

F) Dataset Details 

Diabetic Retinopathy Images Database (DRIMDB): 

DRIMDB dataset was developed by Sevik et al. This dataset 

has 216 images got from the Retina Department of 

Ophthalmology, Medical Faculty at Karadeniz Technical 

University in Turkey. Images were obtained by Canon camera 

and saved in JPEG format at 570x760 pixels. These images are 

categorized into 3 classes, namely 125 good images (MSRI), 

69 bad images (not MSRI) and 22 outlier images (non-retinal).  

Digital Retinal Images for Vessel Extraction (DRIVE) 

dataset: This database is used for retinal vessel segmentation. 

It has 40 fundus images of RGB in JPEG format, and a green 

channel is considered for our implementation. It also has seven 

abnormal pathology images. The images were received from a 

diabetic retinopathy screening program in the Netherlands and 

obtained by a Canon camera. The resolution of every image is 

584*565 pixels with 8 bits per colour channel. Forty images 

were equally split into testing and training (20 images). An 

ophthalmological expert has applied one manual segmentation 

for each image within the training set. Similarly, two manual 

segmentations for each image within the training set are given 

by two observers. 

G) Performance Measures 

To quantitatively calculate the developed scheme’s 

performance, some metrics are commonly employed. The 

metrics with the formula are described below. 

Accuracy: The accuracy measure determines the overall 

system’s efficiency. For the proposed technique, accuracy is 

the ratio of exactly identified pixels 

npnp

np

FFTT

TT
A

+++

+
=                (26) 

Sensitivity: It computes the positive proportions that are 

exactly determined. The formulation of sensitivity measure can 

be depicted as follows: 

np

p

FT

T
Se

+
=                   (27)

               
Specificity: It computes the negative proportions that are 

exactly determined. The formulation of sensitivity measure can 

be depicted as follows: 

pn

n

FT

T
Sp

+
=                     (28)

                

F1-score: The ensemble mean of sensitivity and precision. 

npp

p

FFT

T
scoreF

++
=−

2

2
1                     (29)

              

Precision: The proportion of predicted positives which are 

genuine positives. 

 
pp

p

FT

T
P

+
=                       (30)

              
 

Where pT , pF , nF and nT  are accurately identified pixel, 

incorrectly identified pixel, incorrectly identified pixel 

background pixel and accurately identified non-pixel 

Mean Squared Error (MSE): The average squared 

variation among the actual and estimated values is expressed 

as 


=

−=

n

i

ii ba
n

baMSE

1

2)(
1

),(                      (31)
           

Peak Signal to Noise Ratio (PSNR): The ratio between the 

maximum possible power of a signal and the power of 

corrupting noise affects the fidelity of its representation. 
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MSE

P
PSNR

2

10log10=                          (32)
         

Where P is the pixel intensities dynamic range. 

Structural Similarity Index (SSIM): SSIM is used to 

calculate the similarity between two images, and it is expressed 

as 

 )],([,)],([,)],([ basbacbaISSIM =                 (33)
             

H) Performance on DRIVE dataset 

This section shows the performance based on the DRIVE 

dataset. The results are implemented for good images. Then the 

images are divided according to the score values. Here a low 

score is given for the good quality images, a high score is given 

for the bad quality, and a medium score is given for the 

medium quality images. 

Figure 3 depicts the colour fundus as an RGB with 3 

channels which shows several retina structures. For pre-

processing green channel is chosen for the further process 

because it gives the highest contrast between the background 

and image. G- Channel has much visibility when compared to 

the other two channels. The fundus camera takes images at 

various FOVs needed for superimposing the non-retinal image 

part. 

 
(a)                (b) 

 
(c)                (d) 

Figure 3 Fundus image of RGB (a) input image (b) red channel (c) Green 

channel (d) Blue channel 

 
(a)                  (b)                     (c)  

 
(d) 

Figure 4 Image quality Detection of various methods (a) input image (b) 

Green channel (c) modified HE (d) proposed 

Figure 4 shows the image quality detection of various 

methods. The overall implementation of the proposed scheme 

is shown in figure 3. Figures (a) and (b) show the input and 

green channel images. Figure (c) shows the modified HE 

image is developed to reduce the noise, but noise is still present 

in the image. To tackle this problem and improve the image 

contrast our proposed scheme is employed which provides the 

image with better quality and is shown in Figure (d). 

 

 
(a)                          (b)                    (c)                         (d) 

Figure 5 Comparison of image denoising (a) input (b) Gaussian Filter (c) 

Bilateral filter (d) proposed method 

Figure 5 shows the comparison of image denoising (a) 

input (b) Gaussian Filter (c) Bilateral filter (d) proposed 

method. Here the above image represents the original image 

denoised by several methods. The below image is an enlarged 

view of an image. From the result, we can observe that the 

Gaussian filter produces blur image and the bilateral filter 

performs well, but when compared to the proposed scheme, it 

provides a low image contrast. Finally, our proposed scheme 

provides a better image with a denoised image. Hence, the 

proposed filter produces superior results compared to the other 

two filters.  
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Figure 6 Accuracy comparison of the various approaches 

Figure 6 shows the Accuracy comparison of the various 

approaches for the DRIVE dataset. Here the accuracy of the 

method proposed by Gour et al. [26] is 0.94, Perez et al. [27] 

is 0.922, Staal et al. [28] is 0.944, and Odstrcilik et al. [29] are 

0.934. Finally, our proposed method shows higher accuracy of 

about 0.955. Thus the proposed method showed its betterment 

by accuracy. 

Figure 7 shows the sensitivity comparison of the various 

approaches for the DRIVE dataset. Here the sensitivity of the 

method proposed by Gour et al. [26] is 0.721, Perez et al. [27] 

is 0.66, Staal et al. [28] is 0.71, and Odstrcilik et al. [29] is 0.70. 

Finally, our proposed method shows higher sensitivity of about 

0.80. Thus the proposed method showed its betterment by 

sensitivity. 

 

Figure 7 Sensitivity comparison of the various approaches 

Figure 8 shows the specificity comparison of the various 

approaches for the DRIVE dataset. Here the specificity of the 

method proposed by Gour et al. [26] is 0.972, Perez et al. [27] 

is 0.962, Staal et al. [28] is 0.97, and Odstrcilik et al. [29] is 

0.969. Finally, our proposed method shows higher specificity 

of about 0.977. Thus the proposed method showed its 

betterment by specificity. 

 

Figure 8 Specificity comparison of the various approaches 

TABLE 2 Performance evaluation of DRIMDB Dataset 

Methods Accuracy Specificity Sensitivity Precision F1-score 

Gaussian 

filter 

0.9712  0.98  0.7615  0.9876 0.9744 

Bilateral 

filter 

0.9753 0.97 0.9746 0.9752 0.9749 

Proposed 0.9774 0.99 0.9562 0.99 0.9776 

 

Table 2 shows the performance evaluation of the DRIMDB 

Dataset. Here the performance of the proposed scheme is 

compared with the Gaussian and bilateral filters. It is seen that 

the proposed scheme attains a better accuracy of about 0.9774, 

while the bilateral and Gaussian filters attain an accuracy of 

about 0.9753. It is proved that in the DRIMDB dataset also 

proposed scheme has proved its betterment. 

TABLE 3 Comparison of conventional and proposed filters 

Filters MSE PSNR SNR SSIM 

Gaussian 

filter [35] 

0.002 26.35 21.6 0.59 

Adaptive 

filter [35] 

0.0009 30.3 25.6 0.80 

Proposed 

(DRIVE 

dataset) 

0.0216 64.79 56.789 0.99 

Proposed 

(DRIMD 

Dataset) 

0.0012 77.4391 77.0616 0.9920 

 

Table 3 compares conventional and proposed filters to 

MSE, PSNR, SNR and SSIM values. The proposed scheme 

achieves better results in all cases than Gaussian and Adaptive 

filters. The PSNR value of the proposed method is 64.79, while 

for Gaussian and adaptive filters, the PSNR value is 26.35 and 

30.3, respectively. 
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TABLE 4 Comparison of processing time on DRIVE dataset 

Methods Processing Time 

Zhao et al. [30] 2 min 

Cinsdikici et al. [31] 35 s 

Roychowdhury et al. [32] 3.1 s 

Fraz et al. [33] 2 min 

Dash et al. [34] 1.6s 

Proposed (DRIVE) 0.0822s 

Proposed (DRIMDB) 0.0954s 

 

Table 4 shows the comparison of processing time on the 

DRIVE dataset. Compared to other methods, the execution 

time of the proposed scheme is 0.0822s and 0.0954s on DRIVE 

and DRIMDB datasets, respectively. It is proved that the 

proposed scheme is time-efficient as it can execute the process 

within a short time. 

Figure 9 represents the score values of the NIQE, PIQE and 

the hybrid NIQE-PIQE. The hybrid NIQE-PIQE acquire low 

score for good quality images and achieve high scores for poor 

quality images. The experimental analysis shows that the 

maximum values of hybrid NIQE-PIQE for good quality 

images are 12 and 28, respectively. 

 

Figure 9 Comparison of score values of NIQE, PIQE and hybrid NIQE-PIQE 

V. CONCLUSION 

In this paper, the quality of the images is selected by 

utilizing the hybrid NIQE-PIQE) approach. Here, the raw input 

image quality score is evaluated using the Hybrid NIQE-PIQE 

approach. Based on the quality score value, DCNN categorizes 

the images into low quality, medium quality and high quality. 

Then the selected quality images are again pre-processed to 

remove the noise present in the images. The individual green 

channel (G-channel) is extracted from the selected quality 

RGB images for noise filtering. Moreover, Hybrid G-MHE-HF 

is utilized for enhanced noise filtering. The implementation of 

proposed scheme is implemented on MATLAB 2021a. The 

performance of the implemented method is compared with the 

other approaches with respect to certain metrics. The proposed 

scheme’s accuracy is 0.9774, sensitivity is 0.9562, precision is 

0.99, specificity is 0.99, and F-measure is 0.9776 on the 

DRIMDB dataset. Further, the execution time of the proposed 

scheme is 0.0822s and 0.0954s on DRIVE and DRIMDB 

datasets. Thus the proposed scheme showed its superiority in 

all the cases. In this work, pre-processing is only done to 

improve image quality. Future feature extraction and 

classification methods will be further included for better image 

quality. 
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