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Abstract—The analysis of customer patterns and behaviours is essential for all businesses, as the customer is the sole source of revenue. 

Understanding customer patterns and behavior enables businesses to enhance their business processes and customer happiness. The availability 

of voluminous client datasets within organizations facilitates efficient customer analysis. Yet, the inclusion of interrelated, irrelevant, as well 

as missing factors leads to a poor forecast of the dataset. Feature selection techniques are investigated in order to handle the problem. Objective 

of feature selection is to pick the pertinent variables from a complete set of associated, irrelevant, and missing variables. In general, FS is 

classified into 3 types: filter, wrapper, & hybrid method. The filter method is a quick one, but the variables used are ineffective. Similarly, a 

wrapper method is effective yet computationally inefficient. In this study, an ensemble feature selection strategy is presented and tested to 

circumvent the issue with these feature selections. There are two techniques to ensemble FS: one is homogenous and the other is heterogeneous. 

This study employs a heterogeneous ensemble feature selection method. In the suggested method, the learning dataset is applied to five distinct 

filter FS approaches, and the ranked attributes that result are aggregated using two distinct methods: the mean method and the min method. 

Relevant variables are chosen to further build the final sorted qualities using the cut off value as a guide. As the HEVS technique's filter 

approach simply ranks the variables, it is necessary to select the variable subset cut off value. The experimental technique is conducted from 

two distinct vantage points: Heterogeneous ensemble variable selection with Naive Bayes and Naive Bayes without variable selection. In the 

end, the outcomes that were obtained via the use of the two different approaches are compared using different factors. The experimental results 

demonstrate that the suggested HEVS method outperforms the usual Naive Bayes model. As relevant variables are included when modeling 

using NB, the computational complexity of this proposed methodology is also minimized. 
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I.  INTRODUCTION 

                     For a firm to thrive in today's competitive 

corporate environment, it must deliver superior service that 

efficiently satisfies its customers. Businesses can't achieve 

financial success in today's market if they fail to satisfy their 

customers. It is possible for businesses to better understand their 

customers by conducting analyses of the patterns and 

behaviours of their customers. Some of the advantages of doing 

a customer analysis include the following: 1. Specific customer 

value. 2. Customer experience. 3. Customer retention. 4. 

Increased quality. 5. Consumer acquisition [1]. In today's highly 

connected and technologically evolved society, the amount of 
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data being collected is staggering. These datasets make it 

possible to unearth previously concealed information about 

customers, which, once processed, can be put to productive use 

in corporate settings. Yet, the customer datasets that have been 

collected are of an enormous number, and they might include 

correlated, irrelevant, or missing variables. This issue arises 

because of the many methods used to obtain the data, as well as 

the high-dimensional nature of the information that was 

gathered. It is not possible to do an effective analysis of the 

consumer with these data. The utilization of FS is being 

contemplated as a potential solution to the problem. One of the 

methods that fall under the category of pre-processing is known 

as feature selection. The aim of this method is to pick the 

relevant variables from the entire dataset by omitting correlated, 

irrelevant, and missing variables. The selection of the variables 

is done by a certain statistical or evaluative technique. In 

general, feature selection may be broken down into three 

different types: the first kind is a filter, the second type is a 

wrapper, and the third type is embedded. The findings that are 

obtained using a straightforward FS method like a filter, 

notwithstanding their speed and effectiveness, are ineffective. 

Filter FS has several benefits, the most important of which are 

that it is 1) independent of the model being used, 2) reliant on 

the features being used, 3) computationally efficient, and 4) 

uses statistical approaches [2]. The filter FS does not take into 

account the feature dependencies, which is one of its 

disadvantages. Similarly, the wrapper FS computes the model 

performance by making use of every feature subset possible. 

Wrapper feature sets have several benefits, the most important 

of which are reduced over fitting, consideration of feature 

dependencies, interaction with the classifier, and improved 

classification results. Wrapper file systems have the 

disadvantage of being computationally demanding. In this 

research, ensemble feature selection is presented and 

experimented with as a means of overcoming the drawbacks 

associated with the feature selection processes for filters and 

wrappers. One of the two types of ensemble feature selection is 

referred to be homogenous (data perturbation), while the other 

type is referred to as heterogeneous (function perturbation). 

When we talk about homogenous ensemble feature selection, 

we mean that the same FS strategy is used on various set of the 

training data, and then we integrate the multiple outputs into a 

single one by employing an aggregation method. In a similar 

vein, heterogeneous ensemble FS refers to a situation in which 

numerous feature selection strategies are utilized on the same 

training dataset, and the results of these strategies are combined 

into a single output by the application of an aggregation 

technique. In this research, a new method known as the 

heterogeneous ensemble variable selection (HEVS) technique 

is developed and tested. This method is based on the 

heterogeneous ensemble approach. Within the framework of the 

HEVS technique, the training data is put through five distinct 

feature selection procedures. In this section, filter feature 

selection is carried out. In addition, the outputs that were taken 

from the various feature selections were aggregated into a single 

output utilizing a variety of different techniques. In conclusion, 

a relevant subset of variables is obtained by utilizing some 

appropriate threshold value. Then, a Naive Bayes model is 

constructed using the captured variables subset. The experiment 

is done out using three distinct customer datasets provided from 

the UCI library. The experiment is carried out from two 

perspectives: one employs the suggested HEVS approach, 

while the other employs the Standard Naive Bayes 

methodology. These two methodologies are compared to one 

another. The results that were produced from the two separate 

methods are projected and compared utilizing a variety of 

validity metrics. The rest of the work is presented: 2. A Review 

of the Relevant Literature, 3. Methods, 4. Experiment Results, 

and 5. Conclusion. 

II. LITERATURE SURVEY 

[3], the significance of feature selection in data mining is 

emphasized. The author discusses the limitations of single 

feature selection approaches and proposes an ensemble 

methodology as a solution to this problem. The ensemble 

approach combines multiple methods and procedures to obtain 

more reliable and stable results compared to other feature 

selection techniques. The experiment was conducted using two 

different datasets: a small-scale and a large-scale dataset. The 

SVM model was utilized to model a subset of the extracted 

features. The analysis of the results indicated that the ensemble 

learning method outperformed the single-feature selection 

method. Overall, the study highlights the effectiveness of 

ensemble learning in feature selection for data mining tasks. 

[4], in this research, the author talks about how important the 

mechanism for selecting features is. Based on the FS, the author 

proposes and tests a hybrid ensemble FS. In the proposed 

method, the first step is to use the CDF-g algorithm to select the 

primary subset of variables. The second step is to use data 

perturbation to capture the second subset of variables. In the 

second step, relevant variables are pulled out of the second 

subset of variables using function perturbation. UCI's phishing 

dataset is used for the experimental procedure. Experimental 

results show that the hybrid ensemble FS selects the stable 

relevant subset and improves the prediction of the classifier in 

a system for detecting phishing. [5], conducted a study to 

investigate the significance of feature selection in high 

dimensional domain datasets such as image, biomedical, and 

document analysis. It is known that the utilization of all these 

data with Machine Learning (ML) leads to poor prediction and 

high computational time. To address this issue, the author 

examined the ensemble FS approach. In this approach, seven 
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different ranking methods are considered to rank the features. 

Then, the aggregation technique is utilized to combine the 

results obtained from these ranking methods. By setting a 

suitable threshold value, the final variable subset is derived. The 

experimental procedure involved various datasets, and a 

stability analysis was conducted to evaluate the stability of the 

captured feature subsets. The results of the experiments 

demonstrate that the ensemble FS approach selects a stable and 

relevant subset of features, which in turn improves the 

prediction accuracy of the classifier. This research emphasizes 

the significance of feature selection in high dimensional domain 

datasets and highlights the effectiveness of ensemble FS in 

obtaining stable and relevant feature subsets. [6], the author 

talks about how important credit scores are for each customer 

in the financial sector. The author implies that credit scores are 

based on information from the past. But the fact that these 

datasets contain correlated, irrelevant, and missing data makes 

it hard to use them to make decisions. In this research, the author 

suggests a hybrid model that combines FS with ensemble 

learning as a way to solve the problem. The first step is to do 

some preliminary work and assign ranks. Then, an ensemble FS 

is modeled with data that has already been processed, and in the 

last step, a variable subset is modeled with a multilayer 

ensemble framework. Different customer credit datasets are 

used for the experimental procedure, and the results show that 

the proposed approach works better. [7], the author addresses 

the importance of breast cancer classification in this study, and 

based on the research the author proposes an ensemble filter FS 

approach (EnSNR). The proposed method uses a combination 

of SNR and entropy evaluation, which are two different ways to 

measure the value of a variable. The genetic algorithm is used 

to model the subset of variables that the EnSNR method 

produces. The procedure for the experiment is done with a 

microarray dataset that has 50,739 attributes. The results of the 

experiments show that the proposed method is a better way to 

choose the important variables, get rid of the unimportant ones, 

and increase the efficiency of cancer classification. [8], the 

author performs an in-depth analysis of the ensemble learning 

technique and suggest how it might be used to improve feature 

selection and classification accuracy. The ensemble technique 

is founded on the premise that combining many model results 

is always superior to a single model result. The ensemble 

technique in earlier days is only used to improve categorization. 

Nonetheless, due to its efficacy, the ensemble method is utilized 

alongside the feature selection method. The objective of this 

work is to present readers with an in-depth understanding of 

ensemble learning, its fundamental concepts, and its future 

tendencies. [9], the significance of customer analysis in 

enterprises is emphasized. The authors suggest that efficient 

analysis of customers can aid enterprises in improving customer 

satisfaction and their products or services. The presence of 

correlated and irrelevant variables can result in poor prediction 

and a violation of the Naive Bayes (NB) assumption. To address 

this issue, the authors propose an ensemble learning approach 

and perform experiments to evaluate its effectiveness. The 

ensemble learning approach includes both homogenous and 

heterogeneous methodologies. In homogenous ensemble FS, 

the same feature selection approach is applied to different 

subsets of training data. In contrast, heterogeneous ensemble FS 

involves applying different feature selection approaches to the 

same training dataset and integrating the multiple outputs using 

an aggregation method. The experimental procedure involved 

using a customer dataset captured from UCI. The results 

obtained indicate that the proposed ensemble learning approach 

performs better in addressing the issue of correlated and 

irrelevant variables compared to the traditional methods. This 

research highlights the significance of ensemble learning in 

improving the prediction accuracy of customer analysis in 

enterprises. [10], the author discusses the significance of IDS in 

the network security area and argues that IDS efficiency should 

be improved. The inclusion of irrelevant and duplicated datasets 

makes classifier efficiency analysis challenging. In this 

research, ensemble, and Feature selection are implemented to 

overcome the issue. In the first step, CFS-BA is used to reduce 

the dimensionality of the dataset, and then an efficient analysis 

of IDS is undertaken using an ensemble approach. The 

experimental technique is conducted utilizing three distinct 

datasets, and the findings demonstrate that the suggested CFS-

BA-Ensemble methodology outperforms previous alternatives. 

[11], the author discusses the significance of network cyber-

attacks and suggests the use of IDS to combat the 

aforementioned problems. In addition, the author suggests that 

the backup IDS is significantly affected by high dimensions, 

irrelevant data, and redundancy. In this research, CFS-FPA is 

presented and tested to provide a solution to the problem. Ada 

boosting and bagging ensemble learning algorithms are 

incorporated into enhanced intrusion detection. The 

experimental approach is conducted using the CICIDS2017 

dataset, and the acquired results demonstrate that the suggested 

method achieves 99.7 percent accuracy, 0.053 percent FNR, 

and 0.001 percent FAR. [12], the author states that depression 

is one of the most prevalent mental illnesses that profoundly 

affect human lives. A sad individual can be detected based on 

user-shared social media material and machine learning. Due to 

the presence of redundant and high-dimensional elements, the 

human state cannot be accurately identified. This research 

proposes and experiments with a Hybrid strategy that combines 

the FS and Ensemble approaches to address the challenge. The 

experimental findings indicate that the proposed method has an 

accuracy of 90.27 percent. 
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III. METHODOLOGY 

Customer is one of the most essential people in a business, as 

the enterprise's business is entirely dependent on the client. 

Assessments of these prospective customers facilitate the 

development of lucrative businesses and customer happiness. In 

the modern, technologically advanced world, data regarding 

customers are collected in vast quantities and with high 

dimensions. It is conceivable for correlated, irrelevant, noisy, 

and missing variables to exist as a result of the heterogeneous 

manner of data collection, as the consumer data is obtained in a 

variety of ways. Due to the presence of associated and irrelevant 

characteristics, it is impossible to conduct an efficient analysis 

of the consumer using these data. Using these datasets with 

machine learning also increases the temporal complexity. To 

solve the issue of correlated and irrelevant variables, 

approaches to feature selection are addressed. FS is an essential 

pre-processing approach that permits the selection of relevant 

factors and the elimination of correlated and irrelevant 

variables, hence enhancing the performance of ML. In general, 

FS is classified into 3 types: filter, wrapper, & hybrid method 

[13]. The filter method is a quick one, but the variables used are 

ineffective. Similarly, a wrapper method is effective yet 

computationally inefficient. This research proposes and 

experiments with ensemble feature selection as a solution to the 

problem with FS. Ensemble learning that enables the 

combination of numerous outputs into a single output and 

provides a stable subset of features. In this manner, a better 

subset of variables is extracted and modelled using ML. There 

are two approaches in ensemble learning: the homogeneous 

approach and the heterogeneous approach. Homogeneous 

approach denotes the application of the same feature selection 

strategy to distinct subsets of training data and the aggregate of 

various outputs into a single output using some aggregation 

technique. Heterogeneous approach denotes the application of 

different feature selection techniques to the same training 

dataset and the combining of several outputs into a single result 

using some aggregation technique. Based on the heterogeneous 

ensemble method, this study proposes and tests the 

heterogeneous ensemble variable selection (HEVS) method. 

This HEVS method employs ensemble with feature selection to 

determine the subset of important variables to be modelled 

using ML classifier. 

This proposed HEVS approach works by combining feature 

selection with the ensemble learning model. The overall 

architecture HEVS described in figure 1. 

A. Data Collection 

The research is conducted using three different dataset captured 

from UCI repository. First dataset is Bank dataset (BM), second 

dataset is German credit dataset (GC) and third one is Australian 

credit dataset (AC). Bank dataset consists of 45211 instances 

with 17 variables. Likewise German credit dataset consists of 

1000 instances with 20 variables. Likewise Australian credit 

dataset consists of 690 instances with 15 variables.  

B. Data Pre-Processing  

       Data pre-processing is one of the important technique in 

Machine Learning which helps to remove the noisy and missing 

data. Since the customer data are collected in real time there is 

high possible of holding noisy and missing data and using the 

data pre-processing the above problem can be eliminated.  

C. Feature Selection 

Feature selection, also known as variable selection or attribute 

selection, is an operation applied to a dataset in order to pick 

relevant variables from the entire dataset and exclude irrelevant 

and correlated variables. The objective of FS is to select a subset 

of relevant variables without minimising the knowledge 

underlying the dataset. In general, FS is classified into 3 types:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Overall approach of proposed HEVS methodology 

Filter, wrapper, & hybrid method. The filter method is a quick 

one, but the variables used are ineffective. Similarly, a wrapper 
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is proposed and tested in this study. There are two techniques to 

ensemble learning: the homogeneous approach and the 

heterogeneous approach. In this study, a mixed methodology is 

employed. Heterogeneous approach denotes the application of 

different feature selection techniques to the same training 

dataset and the combining of several outputs into a single result 

using some aggregation technique. In this study, heterogeneous 

ensemble variable selection is presented and tested based on a 

heterogeneous approach. 

 

Procedure:  

 Input: Training data 𝐷, Variable selector 𝑣𝑠 , Aggregation-𝑣𝑎, 

Threshold 𝑡 

 Output: Final Variable Subset- FVS  

1. Let  𝐷 = {𝑣1, 𝑣2, 𝑣3, … . 𝑣𝑛| 𝐶𝑛 } , where 𝑣𝑛  represents 

the variables and 𝐶𝑛 represents the class label. 

2. Using pre-processing the customer data is processed. 

3.  Dataset  𝐷 is applied to different 𝑣𝑠 

4. Generating 𝑣𝑟  ranking list by using 𝑣𝑠 

5. 𝑣𝑎  combining using suitable aggregation procedure 

obtained from 𝑣𝑟   

6. Select relevant variable subset from 𝑣𝑎 using suitable  

Threshold- 𝑡 

7. Model the selected variable subset with NB Model. 

8. Compare performance evaluation using different 

validity scores. 

The processed customer dataset is applied to five filter FS 

approach and each FS approach rank the variables accordingly 

to class label. Chi-square, ReliefF, IG, GR and SU,  FS are 

applied to customer dataset. Further the using FS the variables 

in the customer dataset are ranked. 

 

D. Aggregation Method & Cut-off Value 

The paper provided a strategy for capturing a meaningful 

variable subset by integrating data from five filter FS techniques 

using Mean and Min aggregation methods. To capture the 

relevant variable subset, an appropriate threshold (t) was 

applied to the final aggregated sorted list. The variable subset in 

this investigation was chosen using a 50% threshold value [14]. 

Lastly, the collected variable subset was modelled with the 

Nave Bayes classifier, and the resulting results were projected 

with various validity scores. 

E. Performance Evaluation 

The results obtained from the proposed methodology is 

projected using different validity scores. The validity Scores 

applied are Accuracy, Sensitivity, Precision and Specificity. 

IV. EXPERIMENTAL PROCEDURE 

The suggested method is tested using three distinct datasets 

obtained from the UCI repository. The experimental technique 

is carried out from two perspectives: Heterogeneous ensemble 

variable selection with Nave Bayes and Naive Bayes without 

variable selection. Finally, the results of the two methodologies 

are compared using different parameter scores. 

A. Parameter Score: 

                              The results obtained from the above two 

methodologies are projected and compared using 4 different 

parameter score: Accuracy, Sensitivity, Precision and 

Specificity [15]. 

                   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                     (1) 

                              𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
                                   (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
                                 (3) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃+𝑇𝑁
                                 (4) 

B. Experimenatl Procedure 

1. The dataset required for the analysis is captured 

from the UCI library. 

               2. In the first methodology (HEVS-NB), the learning 

set is applied to 5 different filter FS approaches. After 

evaluation, the variables are sorted accordingly to relevance to 

the target class. Then using some aggregation methods the 

output obtained from the five filters FS approaches is combined 

into a single output. Further picking the efficient variable subset 

threshold value is applied, since the filter approach used in the 

HEVS approach only sorts the variables accordingly to the 

relevance with the class label. Lastly, the subset of the variables 

captured from HEVS is modeled with the Naive Bayes model, 

and the results obtained are projected using different parameter 

scores. 

               3. In the second methodology, without using any 

feature selection or pre-processing step the complete customer 

dataset is modeled with the Naive Bayes model. 

               4. Lastly results obtained from two methodologies are 

projected and compared using different parameter scores: 

Accuracy, Sensitivity, Precision, and Specificity   
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C. Results of Hetergeneous Ensemble Variable 

Selection-NB 

 
Figure 2: Results of Heterogeneous Ensemble variable selection-NB using 

50% Threshold Value 

 

Figure 2 represents the results of HEVS-NB using BM dataset. 

Here the proposed approaches achieves 88.82 accuracy, 45.9 

Sensitivity, 52.6 Precision and 94.5 Specificity in Mean 

aggregation. Likewise the proposed approaches achieves 89.19 

accuracy, 47.9 Sensitivity, 54.4 Precision and 94.76 Specificity 

in Min aggregation 

 
Figure 3 represents the results of HEVS-NB using GC dataset. 

Here the proposed approaches achieves 77 accuracy, 81.1 

Sensitivity, 87 Precision and 81.08 Specificity in Mean 

aggregation. Likewise the proposed approaches achieves 79 

accuracy, 85.1 Sensitivity, 86.3 Precision and 85.13 Specificity 

in Min aggregation 

 
Figure 4: Results of Heterogeneous Ensemble variable selection-NB using 

50% Threshold Value 

Figure 4 represents the results of HEVS-NB using AC dataset. 

Here the proposed approaches achieves 86.95 accuracy, 92.6 

Sensitivity, 82.9 Precision and 81.42 Specificity in Mean 

aggregation. Likewise the proposed approaches achieves 84.63 

accuracy, 87.9 Sensitivity, 79.6 Precision and 81.98 Specificity 

in Min aggregation. 

 
Figure 5: Results of Standard Naïve Bayes without using Feature Selection 

Figure 5 represents the results of Naive Bayes without any 

feature selection with three different datasets. Naive Bayes 

using Bank Dataset archives 88 archives, 52.8 Sensitivity, 48.8 

Precision, and 92.6 Specificity. Likewise, Naive Bayes using 

German Credit Dataset archives 75.4 archives, 86.4 Sensitivity, 

80 Precision, and 86.42 Specificity. Likewise, Naive Bayes 

using Australian Dataset archives 84.78 archives, 81.8 

Sensitivity, 84.1 Precision, and 87.72 Specificity 

D. Result Discusssion  

The experimental results that were acquired from the two 

distinct viewpoints are projected from figure 2 through figure 5. 

Figure 2 illustrates the findings obtained by HEVS-NB when 

applied to the bank marketing dataset. In this context, the 

proposed methods obtain an accuracy of 88.82, a sensitivity of 

45.9, a precision of 52.6, and a specificity of 94.5 in the mean 

aggregation. Similarly, the proposed methods obtain an 

accuracy of 89.19, a sensitivity of 47.9, a precision of 54.4, and 

a specificity of 94.76 in the Min aggregation. Figure 3 illustrates 

the findings obtained by HEVS-NB when applied to the 

German Credit Dataset. In this context, the offered methods 

obtain an accuracy of 77, a sensitivity of 81.1, a precision of 87, 

and a specificity of 81.08 in the mean aggregation. In the same 

vein, the proposed methods reach a level of accuracy of 79, a 

sensitivity of 85.1, a precision of 86.3, and a specificity of 85.13 

in the Min aggregate. The findings of HEVS-NB when run 

using the Australian Credit Dataset are displayed in figure 4. In 

this context, the offered methods obtain an accuracy of 86.95, a 

sensitivity of 92.6, a precision of 82.9, and a specificity of 81.42 

in the mean aggregate. In the same vein, the proposed methods 

obtain an accuracy of 84.63, a sensitivity of 87.9, a precision of 

79.6, and a specificity of 81.98 in the Min aggregation. The 

outcomes of using Naive Bayes with three different datasets are 

depicted in figure 5, which does not include any feature 

selection. The Naive Bayes algorithm, when applied to the Bank 
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Dataset archives, achieved a sensitivity of 52.8, a precision of 

48.8, and a specificity of 92.6. Similarly, Naive Bayes, when 

applied to the German Credit Dataset archives, achieved a 

sensitivity of 86.4, precision of 80, and specificity of 86.42. 

Similarly, the Naive Bayes algorithm, when applied to the 

Australian Dataset archives, obtained 84.78 archives, 81.8 

Sensitivity, 84.1 Precision, and 87.72 Specificity. When 

compared to the findings presented in figures 2 through 5, it can 

be seen that the suggested HEVS-NB achieves significantly 

better results than the traditional NB does. By employing FS 

approaches to exclude associated and inappropriate variables 

from the dataset and selecting just relevant variables to model 

with NB, one can achieve far better results than would 

otherwise be possible. Because essential variables are taken into 

consideration when modeling with NB, this proposed 

methodology additionally reduces the time complexity of the 

process. 

E. Result Findings: 

1. The presence of correlated, irrelevant, and inappropriate 

variables are unavoidable in the real-time dataset. 

               2. The use of this dataset without any pre-processing 

with machine learning results in poor prediction results. 

               3. To overcome the issue use of feature selection helps 

to improve the prediction results. 

               4. In this research, Heterogeneous Ensemble based 

variable selection is proposed to choose the relevant variable 

subset to model with ML. 

               5. The proposed approach helps to choose the stable 

and relevant variable subset from the complete dataset. 

               6. Finally experimental results reveal the proposed 

methodology works better and archives better prediction results 

compare to the standard Naïve Bayes model. 

               7. Further time complexity is also reduced with this 

proposed methodology, since relevant variables are considered 

to model with NB 

V. CONCLUSION  

The growth of the enterprise is primarily dependent on how well 

the firms understand the behavior patterns of customers within 

the enterprise and how well they improve the level of pleasure 

felt by those customers. The study of the behaviours or patterns 

of customers not only helps businesses determine how long 

customers will remain loyal to them but also gives them a clear 

image of how they may increase their customers' level of 

satisfaction. The expanded usage of the internet and technology 

in today's world helps to acquire large amounts of data about 

the client in a variety of various ways and perspectives. When 

these customer datasets are used effectively, it helps to identify 

the underlying information about the client in a way that is both 

efficient and successful. Nevertheless, because the data were 

collected in a variety of different ways, the results included 

correlated, irrelevant, missing, and unsuitable factors. With 

these datasets, it is impossible to conduct an efficient analysis 

of customer information. To solve the issue that was described 

earlier, the technique of FS is utilized. The goal of the FS 

process is to choose the pertinent variables from the entire 

dataset without reducing the amount of information known 

about the dataset. The first type of FS is a filter, the second is a 

wrapper, and the third is a hybrid approach. In general, these 

three categories are categorized as follows: Although it is a 

quick method, the filter strategy does not choose effective 

variables. In a similar vein, the wrapper solution is an efficient 

one, but it is inefficient computationally. In this research, a 

heterogeneous ensemble feature selection is presented and 

experimented with as a potential solution to the difficulty given 

by these feature selections. When compared to other FS 

approaches, utilizing an ensemble approach makes it much 

easier to select a stable variable subset. The learning dataset is 

put through five distinct filter FS procedures in the suggested 

method, after which the resulting ranking attributes are 

aggregated utilizing two distinct methods: the mean method and 

the min method. After that, further, build the final ranking 

qualities by utilizing the cut-off value, and then choose the 

essential variables. Because the filter method that was 

employed in the HEVS approach could only rank the variables, 

the next step, which was to select the variable subset cut-off 

value, was necessary. Then, using the NB model, the variables 

that were collected by the suggested method were explored. The 

experimental technique is carried out utilizing two distinct 

points of view: the first makes use of heterogeneous ensemble 

variable selection in conjunction with naive Bayes, while the 

second makes use of naive Bayes alone and does not make use 

of variable selection. In the final step of this process, the results 

generated from the two methods are compared using different 

parameter scores. The experimental results that were acquired 

from the two distinct viewpoints are projected from figure 2 

through figure 5. When compared to the findings presented in 

figures 1 through 4, it can be seen that the suggested HEVS-NB 

achieves significantly better results than the traditional NB 

does. By employing FS approaches to exclude associated and 

inappropriate variables from the dataset and selecting just 

relevant variables to model with NB, one can achieve far better 

results than would otherwise be possible. Because essential 

variables are taken into consideration when modeling with NB, 

this proposed methodology additionally reduces the time 

complexity of the process. 
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