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Abstract— Memory loss and impairment are signs of Alzheimer's disease (AD), which may also cause other issues. It has a significant 

impact on patients' lives and is incurable, but rapid recognition of Alzheimer's disease can be useful to initiate appropriate therapy to avoid 

further deterioration to the brain. Previously, Machine Learning methodswere used to detect Alzheimer's disease. In recent times, Deep Learning 

algorithms have become more popular for pattern recognition. This workconcentrates on the recognition of Alzheimer's disease at a preliminary 

phase using advanced convolutional neural network models. As the disease advances, they steadily forget everything. It is critical to detect the 

disease as quickly as possible. The proposed model usespre-trained models that uses magnetic resonance imaging of the brain to determine if a 

person has very mild, mild, moderate, or non-dementia. The models used for classification are VGG16, VGG19, and ResNet50 architectures and 

provide performance comparison. 
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I.  INTRODUCTION 

The human brain is a magnificent and enthralling organ. It 

controls and coordinates our respiration, circulation, and pulse 

rate. Alzheimer's disease is a brain dysfunction that is 

unrepairable and progressive in nature. Alzheimer's disease, 

which is the loss of memory, language, decision-making 

abilities, and other mental abilities. It is a neurological 

condition that develops with age. It thus implies that it gets 

worse and improves over time. In the initial phases of the 

disease, there's commonly a very mild loss of memory or 

cognitive difficulties. An individual could have trouble 

recalling their things and where they have put them. In the 

intermediate phases of the disease, cognitive abilities 

disintegrate. The individual may now be reluctant to recall 

individual data such as their own phone number or home 

address. They could also experience difficulty recalling 

memories or events from their past. Individuals will necessitate 

the help of a caretaker to perform their duties as the infection 

spreads, and caretaking will become more prevalent as the 

condition worsens. Individuals in the ultimate phases of the 

disease start losing sense of their surroundings and control over 

them. At this moment, the individual's mental skills have 

degraded vastly. Individuals are really no longer willing to 

speak in lengthy, idiomatic statements but instead in short bits 

or sentences. Individuals are extremely susceptible to infections 

at this time. On average, one out of every ten people over the 

age of 60 is going to be demented, but it might target an earlier 

age and be diagnosed in some people in their twenties. It is the 
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leading cause of dementia in the elderly. Alzheimer's disease 

causes a decline in the mental skills that are required to make a 

lot of decisions; sixty to seventy percent of Alzheimer's are 

cases of dementia. Nevertheless, in Alzheimer's disease, the 

damage is prevalent, as several neurons halt to function, start 

losing connections between neurons, and die. Alzheimer's 

disease interrupts important functions for neurons and their 

connections, such as information exchange, metabolic activity, 

and maintenance. Alzheimer's disease commences by 

demolishing neurons and their networks in memory-related 

parts of the brain. It also has an impact on the cerebral cortex 

regions, which are responsible for language, logic, and human 

behaviour. At last, many of the other components of the brain 

have been compromised. Alzheimer's disease steadily erodes a 

person's capacity to survive and act effectively. The disease is 

potentially life-threatening. The potential danger of this 

disorder will expand only if the best therapy is initiated. As a 

result, the elderly are at a greater risk of contracting this 

disease. Actually, there is no treatment for this disorder at the 

moment, but early identification can aid in slowing the 

progression of cognitive impairment. A balanced lifestyle, 

proper medication, physical exercise, human behaviour, and 

participating in cognitive activities are used to lower the risk of 

Alzheimer's disease. These activities are designed to improve 

brain health and the efficiency of mental functions. Various 

machine learning algorithms are applied to classify AD. 

Recently, deep learning methods have been used for pattern 

classification. With the help of pre-trained models, disease 

prediction is done. The figure 1 shows the difference between 

normal and AD brain. 

 

Figure 1. Difference between Healthy brain and Alzheimers brain 

II. LITERATURE SURVEY 

Alzheimer's disease is a neurological condition that is 

defined by a steady deterioration in mental capacity. It accounts 

for roughly 60–80% of the many kinds of Alzheimer's disease 

in elderly adults, making it a fairly prevalent condition. Though 

AD is fairly common, there is presently no treatment for it. 

From AD's inception to the ultimate diagnosis, a lot of time 

passes. Mild cognitive impairment (MCI) is a term used to 

describe adults with initial stage of Alzheimer's disease (AD) 

[17]. While around 30–40% of MCI patients go on to develop 

AD, not all MCI patients do. According to research on 

biomarkers linked to Alzheimer's disease, some areas of the 

brain have started to shrink. Hence, it is crucial to identify AD 

as soon as possible. Clinical diagnosis is substantially assisted 

by digital technologies, which make it easier to categorize 

clinical data. The most popular methods for identifying 

neurological disorders are computed tomography (CT) [18], 

structural magnetic resonance imaging (MRI) [19], and 

positron emission tomography (PET) [20]. An option to 

evaluate the mental changes of AD-related intense disorder in 

vivo is given by magnetic resonance imaging (MRI) [21].  

The Machine learning (ML) algorithms are utilized in a 

number of different tasks, including data mining, image 

processing, predictive analytics, etc. Even after reviewing the 

data, we are unable to evaluate or extrapolate the information. 

We then use machine learning in that situation.ML is used to 

retrieve significant data. Learning from the data is the goal of 

machine learning. If the dataset is very large then it is better to 

go through convolutional neural networks (CNN). Machine 

Learning algorithms are not much suitable for large datasets 

and give very less accuracy. It leads to possibility of new error. 

It is time consuming process. 

Neuroimaging data have been constantly employed from 

over past several decades to explain AD using machine 

learning (ML) approaches, offering a potential tool for 

customized identification and interpretation [22]. The inner 

workings of the patient's body are viewed using MRI scanning. 

The MRI speed can be increased greatly by using a 

continuously varying gradient magnetic field, which also 

improves the resolution of body tissues without harming people 

from radiation exposure. Feature extraction is a crucial stage in 

the classification of images. In earlier investigations, the 

hippocampus, amygdala, and other previously learned places of 

focus had to be physically extracted to identify AD 

characteristics. According to Rosen et al. (2002), 

frontotemporal lobe atrophy helps to identify AD. De Flores, 

La Joie, and Chetelat (2015) found that hippocampal readings 

physically monitored also can effectively differentiate between 

healthy elderly and fairly serious AD patients. These neural 

images can now be categorized and their characteristics 

obtained using deep learning methods such as neural networks. 

[23, 24]. CNN is the most effective deep network used for the 

identification of disease. On the basis of CNN, appropriate 

researchers are developing their unique designs. Additionally, 

so many the fully developed CNN models, including VGGNet 

and AlexNet, are capable of doing effective AD detection. 

Several researches recently recommended utilizing CNN 

techniques to find AD (Aderghal et al., 2018, 2017a, 2017b). 

Alzheimer's disease is a neurological illness that is defined by a 

steady deterioration in mental capacity. It is responsible for 
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about 60–80% of the many kinds of dementia in elderly adults, 

making it a fairly prevalent condition. Though AD is fairly 

common, there is presently no treatment for it. 

III. DATA SET 

Dataset is taken from Kaggle website. There are almost 

6400 MRI (Magnetic Resonance Imaging) images with 4 

classes Non-Dementia, Mild Dementia, Very Mild Dementia 

and Moderate Dementia. The model uses 80% of the imagees 

for training and 20% for testing. The datasets should have the 

same type of distribution so that there is no discrepancy when 

comparing predictions, such that both models have different 

types of inputs. Each image is having size of 224 x 224.The 

figure 2 shows the 4 categories of AD. 

 

Figure 2.  Class labels of brain MRI images 

IV. PROPOSED METHODOLOGY 

Deep learning is said to learn a hierarchical set of concepts, 

so it understands features at three levels: minimum, 

intermediate, and greater. Neural networks are adaptable to 

handling increasingly large datasets. Due to its multiple levels, 

it is suitable for generalizing previously unseen data. For 

training and testing of the algorithms, various algorithms make 

use of deep learning's foundational knowledge and different 

datasets. Similarly, just as humans have sensory neurons, deep 

learning has layers that assist algorithms in understanding and 

analysing data. Such layers learn by analysing the information 

that is offered to them as input and computing the input as they 

progress through the layers. Lastly, after passing through the 

final layer, the activation function is used, and the model gets 

the predicted output. This process improves training accuracy. 

Convolutional Neural Networks are a subset of deep 

learning techniques that are primarily employed for recognition 

and classification tasks. They are intended to learn spatial 

feature hierarchies automatically and adaptively from input 

databases. Overall, CNNs' distinctive architecture has shown to 

be incredibly efficient for a variety of computer vision 

applications, and it is still a vital part of many state-of-the-

art models in the field. The Proposed model uses transfer 

learning with VGG16,VGG19 and ResNet50 pretrained models 

for the early detection of AD. These are the more advanced 

CNN structures, which are constructed using the basic CNN 

building blocks. 

Transfer learning is an effective method as it saves time and 

creates accurate models.  Transfer learning does not start the 

learning from very beginning, but few patterns are already 

discovered on an dataset. Actually, transfer learning is 

represented using pretrained models. Training such models is 

therefore computationally expensive, and models imported 

from the academic research are widely used. The transfer 

learning model is depicted in figure 3. 

                   

 

Figure 3. Transfer Learning model 

To generate raw data in a format that the model can 

understand or accept, preprocessing data is a typical 

preliminary phase in the deep learning approach. To match the 

size of an image input layer, for instance, you can adjust the 

input image. Additionally, preprocessing data could be used to 

improve desired characteristics or minimise abnormalities that 

could bias the network. For instance, normalise or eliminate 

noise from the collected data. Different models use 

smoothening and Rescalingtechniques to preprocess the 

dataset. 
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The Proposed model uses data augmentation inorder to rise 

the number of images. The procedure of vastly increasing the 

amount of information by actually producing new points of 

data from available data is known as "data augmentation”. This 

involves augmenting data sets by making subtle changes to the 

information or using deep learning techniques to yield new 

points of data in the subspace of the original data. It improves 

the accuracy of the deep learning models. The figure 4 shows 

few augmented images. 

 

Figure 4.  Augmentation of images 

V. PRETRAINED MODELS 

A network that has previously undergone training on a huge 

dataset, generally for a huge image classification problem, is 

referred to as a pre-trained model. Pre-trained models are 

advanced convolutional neural networks, which are 

significantly used for the multiple classification of classes.In 

comparison to training a model from scratch, pretrained models 

save time and computing resources and also enhance the 

model's performance on the new task, particularly when there is 

an insufficient amount of data 

A. Diagnosis using VGG16 

K. Simonyan and A. Zisserman developed the deep convolutional 

neural network model known as VGG16. On Image-Net, a data set of 

more than 14 hundred thousand images divided into 1,000 classes, this 

method obtains a top-five accuracy rate of 92.7%. One of the most 

well-liked models presented to ILSVRC-2014 is this one. NVIDIA 

Titan Black GPUs were used during the several weeks of training for 

VGG16. The block of convolutional layers is followed by pooling and 

three fully connected (FC) layers (with varying depths depending on 

the architecture) are used. The third conducts 1000 ILSVRC 

classifications, hence it comprises 1000 channels, while the first two 

each have 4096 channels (one class each).The soft-max layer is the 

final one. For all networks, the completely connected layer has the 

same configuration. In the ILSVRC-2012 and ILSVRC-2013 contests, 

VGG16 significantly beats the prior generation of models. 

The construction of the VGG16 model is depicted in the figure 5. 

This demonstrates the initial structure of the input and output layers. 

The filter (3*3) is repeated over the image in between layers of 

convolution and max pooling, which produces in even finer filters that 

cover the entire image. In the end, the softmax function gives the 

likelihood that the image belongs to a specific class. 13 convolutional 

layers and 3 fully linked layers make up this algorithm. Adam 

Optimizer is being used to reduce loss and improve accuracy. 

 

Figure 5. Model of vgg16 

B. Diagnosis using VGG19 

A deep convolutional neural network with 19 layers is called 

VGG19. From the Image-Net database, the model has been trained on 

more than 1,000,000 images. One of the models for convolutional 

neural networks, with 3 completely connected layers and 16 

convolutional layers. In spite of the large number of groups to 

categorise, it has been demonstrated to yield great results. With 92.7% 

accuracy, the model was able to categorise a data set with roughly 

1000 classifications. The very well-known classification model 

VGG19, which can categorise diverse classes, has been applied in 

numerous medical research initiatives. When it comes to forecasting 

objects like cars and trees, it is extremely accurate.In medical sets of 

data, the application of VGG19 to predict small groups has increased. 

Examples include: Breast cancer diagnosis, macular edoema 

diagnosis, brain tumour diagnosis, etc. It also offers a standardised 

method for building classifiers. Since it builds the model using only 

basic convolutional and max pooling layers, it is useful in the majority 

of research. 

The construction of the VGG19 model is depicted in figure 6. This 

demonstrates the initial structure of the input and output layers. The 

filter (3*3) is repeated over the image in between layers of convolution 

and max pooling, which results in even finer filters that cover the 

entire image. In the end, the softmax function gives the likelihood that 

the image belongs to a specific class. It has 3 fully linked layers and 16 

convolutional layers. Adam Optimizer is being used to reduce loss and 

improve accuracy. 

 

Figure 6. Model of vgg19 

C. Diagnosis using RESNET50 

Resnet-50 is a well-known Deep Residual Network with 50 layers, 

which is a subtype of Convolutional Neural Network (CNN). The 

ResNet comes under artificial neural network that builds a network out 

of residual blocks that are layered on top of one the other one. 
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Kaiming and his collaborators developed ResNet and won the 2015 

ImageNet competition. This model demonstrated that any network, 

regardless of depth, can be trained, and that accuracy increases with 

network depth. It is made achievable by a decrease in training error 

rather than overfitting or a large number of parameters. The 

algorithm's incapacity to backpropagation the gradients is the cause of 

this. This can be avoided by sending the gradients with a residual 

block directly to the deeper layers as shown in figure 7. 

 

Figure 7. Model ofResNet50 

The fact that its ensemble took first place at the ILSVRC 2015 

classification competition with a tiny error of just 3.57% indicates that 

it is a tremendously successful model. More significantly, it won the 

2015 ILSVRC & COCO contests for ImageNet detection, ImageNet 

localization, COCO detection, and COCO segmentation. ResNet has 

many variations that employ the same basic concept but have varying 

numbers of layers Resnet-50 is the name given to the form that can 

operate with 50 neural network layers. 

ResNet-50 is a deep convolutional neural network with fifty 

layers. From the ImageNet database, we can install a pre-trained 

version of the network that can train on more than 1,000,000 photos. A 

pre-trained image classification network that has previously mastered 

extracting potent and useful features from MRI scans can be used as a 

jumping off point for learning a new task. A portion of the ImageNet 

database, which is utilized in the ImageNet Large-Scale Visual 

Recognition Challenge, is used to train the majority of pre-trained 

networks (ILSVRC) Images may be divided into 1000 different object 

categories using a pre-trained network. The network can acquire 

high feature representations for a variety of images as a result. The 

Resnet 50 blockdiagram is shown in figure 8. 

 

 

Figure 8.  ResNet50 Architecture 

VI. IMPLEMENTATION 

This study compares the detection accuracy of deep 

learning techniques in discovering Alzheimer's disease in 

magnetic resonance imaging images. Tensorflow and many 

packages such as Numpy, Pandas, MatplotLib,skimage are 

imported. Keras is one of the modules of TensorFlow that is 

used for the VGG16 implementation. The image data generator 

function was used to collect data, which was then loaded into 

the VGG16 model. Batch size of 128 is used and an early 

termination of 10 epochs. Likewise, VGG-19 and Resnet-50 

models are implemented by using the Keras module. 4098 MRI 

images are used for training and 1279 images for testing three 

models and 1027 images for validation. Adam optimizer is 

used to reduce the loss. Firstly, all the images are preprocessed 

and augumentation is done. And then built a model, trained on 

those models, and evaluated the performance and testing 

accuracy. 

A model with 16 layers and the summary of the model 

which is built using Keras is given below in figure 9. We have 

run through 10 epochs and got accuracy of 0.8817, validation 

accuracy of 0.8147 and model loss which is shown in figure 10. 
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Figure  9. Model summary of vgg16 

 

Figure 10. Training iterations of vgg16 

A model is built with 19 layers and the summary of the 

model is given below in figure 11. We have run through 10 

epochs and got accuracy of 0.9301, validation accuracy of 

0.8709 and model loss which is shown in figure 12. 

 

 

Figure  11. Model summary of vgg19 

 

Figure  12. Training iterations of vgg19 

A model is built with 50 layers and the summary of the 

model is given below in figure 13. We have run through 10 

epochs and got accuracy of 0.7885, validation accuracy of 

0.7867 and model loss which is shown in figure 14. 
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Figure  13. Model Summary of ResNet50  

 

Figure 14. Some Training iterations of ResNet50 

TABLE I.  COMPARISION TABLE BETWEEN 3 MODELS 

Model Type of Images Accuracy 

VGG16 MRI 86% 

VGG19 MRI 87% 

Model Type of Images Accuracy 

ResNet50 MRI 80% 

VII. RESULTS 

The model requires GPUs to operate with different images, 

it uses Google Labs as the execution environment and 

considers data from publicly accessible repositories. The below 

graphs shows the accuracies and Lossesfor VGG16, 19 and 

Resnet 50. VGG19 model has produced better accuracy than 

other models. 

 
Figure 15. Model accuracy of vgg16 

 

 
Figure 16. Model loss of vgg16 

 

 
Figure  17. Model accuracy of vgg19 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 4 

DOI: https://doi.org/10.17762/ijritcc.v11i4.6456 

Article Received: 10 February 2023 Revised: 18 March 2023 Accepted: 26 March 2023 

___________________________________________________________________________________________________________________ 

 

322 

IJRITCC | April 2023, Available @ http://www.ijritcc.org 

 
Figure 18. Model loss of vgg19 

 

 

 
Figure 19. Model accuracy of ResNet50 

 

 
Figure  20. Model loss of ResNet50 

VIII.  CONCLUSION AND FUTURESCOPE 

Alzheimer's disease is a neurodegenerative brain disease that 

occurs mostly in older people. This disease damages the main 

parts of the brain that are responsible for thinking, memory 

storage, and creativity. Previously, we used Machine Learning 

algorithms to detect disease, but now we are making use of deep 

learning techniques. A very basic deep learning method is CNN. 

Advanced Convolutional Neural Network models are pre-

trained models that are used for multiple class classifications. 

We used the pre-trained models VGG16, VGG19, and 

ResNet50 for classifying the image dataset. By comparing three 

models, we discovered that VGG19 has the highest accuracy. 

On model evaluation, VGG19 got an accuracy of 87%. VGG19 

is used in clinical settings to detect Alzheimer's disease because 

it outperformed VGG16 and ResNet50.The proposed model can 

be useful for the early diagnosis of Alzheimer's disease by 

doctors in the future. For better use of this application, this 

model can be integrated into a website. 
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