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Abstract—Climate change, as known, is the dangerous environmental effect we are going to face in the near future and electricity 

contributes the majority of its part in overcoming climate change as per the trends. Usage of electricity is widely increasing all over the world 

mainly as an alternative to the use of fossil fuels. In households the usage is rapidly increasing day by day, owing to the increase in the number 

of devices running on electricity. As we have observed mainly after the relaxation of the lockdown the bills received by households, especially in 

cities were unhappy and have left most of the people aghast. It is evident that users have no idea about the power they consume. In this work, a 

model to forecast the electricity bill of household users based on the previous trends and usage patterns by making use of machine learning 

techniques has been proposed. The historical data of the user is studied and the learning is done iteratively to improve the accuracy of the model. 

The model can then be used to forecast the consumption beforehand. 

Keywords-— Power consumption, Time series forecasting, Bill forecasting, ARIMA, Seasonality. 

 

I.  INTRODUCTION  

As human beings evolved through early ages, they have 

invented something or the other to make lives easier day by 

day. One such invention that first came into the limelight is the 

concept of ionization (light) approximately 13 billion years 

ago. Over time, the needs of humans have increased and 

increased which led to the invention of electricity for various 

kinds of purposes in daily life, in such a way that in the 

present situation there is no mankind if there is no electricity 

[1]. The household consumer is not aware of the usage of 

electricity that in turn affects him economically and the 

climate [2]. Especially households have been our area of 

interest because the disruptions caused in the power (outages, 

swells, sags, and unbalanced) due to the non-uniform usage 

pattern of residential users are huge [3]. Especially after the 

relaxation of lockdown in a country such as India where the 

population is high, every household was worried mostly about 

a common situation i.e. electricity bills. Our idea is to help 

people have a long-term analysis on the usage of electricity to 

help cut down unnecessary costs in bills. So, a time-series 

model has been implemented to accurately predict the future 

month’s bill. Initially, each module makes use of the historical 

data of the consumer, then it constructs a prediction system to 

forecast the future value. The predicted value is displayed to 

the user giving them an idea what will be the usage of their 

electricity in the next month. Electricity is also non-storable, 

whatever is produced needs to be consumed immediately [4]. 

Proper production planning is required for this purpose. 

Forecasting methods are being employed by various agencies 

to identify the demand and to produce only what is required 
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[5]. Every industry strives towards leaving a low carbon 

footprint and conventional power consumption techniques lead 

to a lot of pollution [6]. With proper demand in mind, the 

agencies can limit themselves to produce only the required 

amount. Identifying demand also helps these agencies to 

provide quality power without swells and outages. ARIMA is 

a time series forecasting technique widely in use. It considers 

the previous history of the data and tries to identify a pattern 

within the distribution. This ensures nearly accurate 

predictions on test data. We have used the ARIMA model to 

train the data and to predict the future consumption. The rest 

of the paper is divided into literature survey (Section II), 

Proposed System (Section III), Methodology (Section IV), 

Results and Analysis (Section V), Performance Evaluation 

(Section VI) and Conclusion (Section VII). 

II. LITERATURE SURVEY 

Consumers are interested in knowing where surplus 

consumption is occurring and always tries to avoid these if 

possible. This problem has been there for a long time.  

Several studies have been found to predict electricity 

consumption. This has become a prime area of research and 

new improvements and techniques to predict not only the 

consumption but also the future demand is being introduced. 

 The problem of energy consumption prediction is a type of 

multivariate time series Deb C, et al. [7]. Therefore, the times 

series has to be segmented into periods within which there is 

similarity in consumption pattern Arghira N, et al. [8]. Every 

time series can be divided into three components: Trend, 

Seasonality and Random components identifying and 

removing the trend and seasonality components is important 

for analysis Chujai P, et al. [9]. 

  Forecasting of power consumption requires the identification 

of useful features. Proper features improve the forecast 

accuracy. These features can be obtained by finding the 

relation between the consumption and input features Oveis 

Abe, et al. [10]. Many of the present-day techniques lack 

efficient feature selection methods and suffer loss of accuracy 

Zhiyong Du, et al. proposed a method [11]. Dong, et al. [12] 

proposed a Support Vector machine technique for identifying 

the useful features of time series data and prepared a model for 

predicting energy demand of buildings in tropical regions. 

Another model was built on the same lines for predicting the 

annual energy demand of a building using heat transfer 

coefficients and SVM Xiao, Z. et al. [13]. 

  Noise is another problem with consumption data. It gives rise 

to the nonlinear relations of output with input. CNN-LSTM 

techniques are used in the case of noisy data. CNN can be used 

to remove the noise and LSTM divides the time series and 

models the data to generate predictions. Ahmed, et al. used 

deep neural network for forecasting energy demand based on 

climatic information, date and building usage rate by 

eliminating noise [14]. Lee, D et al. used deep learning to 

predict consumption levels in environment [15]. Greff K, et al. 

implemented recurrent neural network to measure the 

consumption level using querying [16]. Sahebalam, et al. 

devised a comprehensive model to predict the consumption of 

energy using time series [17]. Munaf, R. Nafeena Abdul, et al. 

has developed four models for assessment of power ingestion 

in household using data communication and machine learning 

[18]. Himeur, Yassine, et al. has given recommendations to 

select good data set and have applied machine learning 

algorithms for identifying anomalous power consumptions 

[19]. Chou, Jui-Sheng, et al. has contributed for the formalized 

method for identifying anomalous patterns in large data sets in 

two stages consumption prediction and  anomaly detection 

respectively [20]. Yang, Wangwang, et al. has proposed a 

model on combined deep learning load forecast for power 

consumption of a sing household user to achieve high-

accuracy and stable load forecasting [21]. Casella, Enrico, et 

al. has suggested machine learning algorithms for power 

consumption in individual households [22].  Kim, Tae-Young, 

et al. has proposed a CNN-LSTM neural network that can 

extract spatial and temporal features to effectively predict the 

housing energy consumption [23].  Shin, Sun-Youn, et al. has 

worked on random forest, XGBoost and LSTM and made a 

comparative analysis and concluded that different machine 

learning algorithms wor best for identifying power 

consumption [24]. Yan, Ke, Xiaokang Zhou, et al. has used 

NLSTM neural networks for power usage prediction [25]. 

Tomar, Dimpal, et al. has used sliding window algorithm for 

energy usage in residential building [26].    

Muhammad Ridwan Fathin, et al. has made a study to help 

electricity providers in taking decisions by doing medium and 

long-term forecasts using the Auto-Regressive Integrated 

Moving Average (ARIMA) method, ARIMA is the best for 

tactical decisions (medium-term) regarding electrical energy 

consumption [27].  Ni Guo, Wei Chen, et al. has propoaed  a 

model ARIMA-SVR in comparision to ARIMA, ARIMA-

GBR, LSTM and GRU for power consumption prediction of 

an office building [28]. 

III. PROPOSED SYSTEM 

 

Fig 3.1:  Proposed System 
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Our proposed system consists of the following steps: 

 

A. Data Preprocessing 

The entire data is studied by visualizing as graphs and 

potential noise elements and missing values are identified and 

removed. 

 

B. Stationarising the data 

To present the data to the ARIMA model it is essential that 

the data needs to be distributed stationarily. Stationary data is 

the data distribution in which the mean is constant throughout 

the distribution. In general, any time series data either follows 

an increasing or a decreasing trend. To properly predict the 

value, it is important to stationarise and remove the trend 

component. To stationarize the dataset differencing is done, 

where each value is replaced by the difference of itself and its 

predecessor. Differencing beyond a point may lead the data to 

overfit the model which gives false results. Therefore, it is 

important to difference only till what is required. 

 

C. Finding parameters (p, d, q) 

The number of times differencing is done is called the 

order of differencing and is denoted by d. ARIMA model. 

ARIMA model also requires the order of AR model (p) and the 

order of MA model (q). The method employed to obtain the p, 

q values for the model here is ACF and PACF graphs. The ACF 

and PACF graphs of the stationary data are observed. 

The AR model identifies the number of predecessors which 

can be used to accurately predict the present value. The graph is 

observed to find the predecessors or lags. Only p no. of lags is 

sufficient to obtain present value [17]. 

y
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Here, Ф1, Ф2…Фp denote constant coefficients and e denotes 

the error. 

The MA model identifies the pattern in the random or noise 

term and tries to apply the same for future value. Its equation is 

Yt=β
2
+ω1εt-1+ω2εt-2+…+ωqεt-q+εt 

The ε terms represent the errors observed at respective 

lags and the weights (ω1, ω2 …ωq) are calculated statistically 

depending on the correlations [17]. q denotes the moving 

window denoting the number of previous error instances 

which can be significantly used for the prediction of present 

error. 

 

D. Model Fitting 

Once the parameters are obtained, they are provided to the 

ARIMA model which fits itself to the training data. Graphs 

showing the results of the ARIMA model as a comparison 

between actual and predicted values are shown in this phase. 

E. Forecasting 

The trained model is then made to predict for the next 

months, we have made the model to predict the bill for the 

next five consecutive months. This generates a forecasted 

value and a 95% confidence interval within which the value 

may lie. 

IV. METHODOLOGY AND DATASET 

The dataset provides power consumption information 

about a single household. 

1) It has observations of consumption with data recorded 

every month over a period of 24 months. 

2) Temporal coverage is January 2019 to December 2020. 

The dataset contains the attributes: bill_date, 

meter_status, due_date, openimg_reading, 

closing_reading, net_units and bill_amount. We 

performed data cleaning and transformation; the missing 

data was filled with the previous month’s data. 

Time-series model is made by using ARIMA as it shows 

forecasted values over a confidence interval. Time-series data 

cannot be split randomly into train and test. The first 

85percent of the observations were used for training the model 

and the remaining 15 percent for testing. 

 

A. Data Visualization 

The dataset containing the observations was plotted with x 

axis as the date and y axis as units consumed in kWh. Upon 

carefully analyzing the plot, it can be observed that there is a 

seasonal component which repeats every year. There is an 

increase till the month of June and a slow decrease from the 

month of June to December. This clearly indicates the 

nonlinear distribution of the data. 

 

 

Fig 4.1:  Data distribution 

 

B. ADF Test 

     Before providing the data to the model for training, the 

data needs to be stationary. To check for the stationarity of the 

data the trend and seasonality components of the distribution 

were observed. 
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Fig 4.2: Components of the data 

To stationarise the data we remove the trend and seasonal 

component. After removing these we perform an ADF test to 

see if the null hypothesis can be rejected to infer that the data is 

stationary. To reject the null hypothesis the p value should be 

less than 0.05. 

The p value for the data is of high significance and hence 

cannot be rejected. Therefore, the data is not stationary. 

Differencing is performed to stationarise the data. The order of 

differencing is 1(d). The data becomes stationary after 1 order 

differencing. Differencing with greater order tends to overfit. 

C. Autocorrelation and Partial Autocorrelation Function 

The ARIMA model requires three parameters (p,q,d). The    

parameter d is the differencing order which is 1. Parameters p 

and q are the orders obtained from AR and MA models using 

ACF and PACF graphs respectively. 

 
Fig 4.3:  ACF Graph 

The values of p and q are the values when the ACF and 

PACF graph moves from positive to negative. Therefore, the 

value of p is 2. Similarly, the value of q is 2 from the graph. 

The parameters (p, q, d) are provided to the model for 

creating the model. 

 

Fig 4.4:  PACF Graph 

D. Prediction 

The Residual Sum of Squares (RSS) of the data is close to 

0. This indicates that data is distributed stationarily. The 

obtained (p, q, d) values are provided to the ARIMA model. 

 
Fig 4.5:  Prediction 

The trained model is provided with the test data. The 

value for the next few months is obtained from the graph. The 

graph also gives the 95 percent confidence interval within 

which the predicted value may lie. 

V. RESULT AND ANALYSIS 

The results of the ARIMA model are presented in Table I. 

The model transforms the data by eliminating the trend and 

seasonality from the data. It obtains the cyclic property of the 

data and tries to predict the consumption of the current month 

accurately. There are still differences between the actual and 

predicted values, but the predicted values follow the same 

trend as the actual values. This can be understood by 

considering the seasonality analysis component of the data 

and it also considers the lags which is the relation between 

previous and current data. The same model was used to 

predict the outcome of the next month. 

TABLE I. ARIMA  PREDICTED VALUES  

Actual Value Predicted Value 

387 402 

381 385 

316 316 

210 222 

231 231 

252 255 

  The table shows the actual and predicted values of the 

test data of the model. The MAPE value for the ARIMA 

model was found to be 0.023. 

VI. PERFORMANCE EVALUATION 

We have observed that time series forecasting provides 

more accurate results for consumption data than regression 

http://www.ijritcc.org/
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methods. Linear regression was applied for the same data and 

the results obtained are as shown in Table II. 

TABLE III. LINEAR REGRESSION PREDICTED VALUES  

Actual Value Predicted Value 

387 402 

381 406 

316 410 

210 414 

231 418 

252 422 

 

      The line obtained using linear regression was found to have 

positive slope and hence the predicted values tend to increase. This 

is not the case with the actual data. The usage data is nonlinear 

and hence the linear regression model was found to be less 

accurate for prediction. The accuracy obtained by using linear 

regression was 36 percent. This provides the evidence of the 

nonlinear distribution of data. 

VII. CONCLUSION AND FUTURE WORK 

A comprehensive model has been found to predict power 

consumption of households. The model considers the trend and 

seasonality components of the usage data. Box - Jenkins 

method was used iteratively to improve and approach the most 

accurate model. We have used time series forecasting for 

prediction. ARIMA model not only considers the trend and 

cyclicity but also the previous history. It makes use of the 

previous models to predict the value of current month. This 

improves the accuracy of the model. 

More work can be done in the area by including seasonal 

data and considering other techniques like neural networks. 

This requires large amounts of data. With the data in hand 

ARIMA model was found to provide better accuracy over other 

methods. 
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