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Abstract: Most industries are now switching from traditional modes to cloud environments and cloud-based services. It is essential to create a 

secure environment for the cloud space in order to provide consumers with a safe and protected environment for cloud-based transactions. Here, 

we discuss the suggested approaches for creating a reliable and safe environment for a surveillance cloud. When assessing the security of vital 

locations, surveillance data is crucial. We are implementing machine learning methods to improve cloud security to more precisely classify 

image pixels, we make use of Support Vector Machines (SVM) and Fuzzy C-means Clustering (FCM). We also extend the conventional two-

tiered design by adding a third level, the CloudSec module, to lower the risk of potential disclosure of surveillance data.In our work we  evaluates 

how well our proposed model (FCM-SVM) performed against contemporary models like ANN, KNN, SVD, and Naive Bayes. Comparing our 

model to other cutting-edge models, we found that it performed better, with an average accuracy of 94.4%. 
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I. Introduction 

 The Internet is utilised via a distributed computing method 

known as "cloud computing" to supply a variety of services 

(CC). The services could be provided as simple computer 

programmes designed to complete certain tasks, a platform 

for sharing online infrastructure, or any other platform made 

especially for the distribution of software over the Internet. 

Platform as a Service (PaaS), Infrastructure as a Service 

(IaaS), and Software as a Service are the three categories that 

can be used to categorise cloud computing services in 

accordance with the definition above (SaaS). The standard 

cloud services have a few characteristics in common. A 

crucial element of cloud computing is service on demand, 

which enables the end-user to precisely specify how many 

resources are needed to fulfil their request. Applications, 

platforms, and infrastructures are allegedly made available 

through SaaS, PaaS, and IaaS services in response to 

consumer demand. The user's business data, which consists 

of personal information and business rules, are uploaded to 

all of the services. It is necessary to secure both personal data 

and business rules because doing so improves user 

satisfaction. Security must therefore be offered in SaaS, PaaS, 

and IaaS. The security level is very low not only in terms of 

services but also in terms of illegal users, access permissions, 

links or routes, data, and data storage. Another noteworthy 

feature of cloud computing is its high degree of elasticity, 

which gives businesses the freedom to adjust resource levels 

in response to demand and, as a result, significantly lowers 

costs. The fact that resources are not permanently linked to 

the user but rather are evaluated and taxed for usage at a very 

granular level while providing the cloud service is another 

crucial aspect of cloud computing. The cost incurred in 

acquiring static resources has been significantly reduced 

thanks to the pay per use model seen in cloud computing. Due 

to these features, various industries seem to be moving toward 

using cloud-based services. Figure 1 depicts the cloud 

computing architecture. 

 
Figure 1. Cloud Computing Architecture 

Public clouds like Microsoft Azure, Google Cloud Services, 

and Amazon Web Services are among the three basic types of 

cloud computing deployment methodologies (AWS), private 

clouds like Open Stack and VMWare that serve the needs of 

internal users, and hybrid clouds that blend public and private 

clouds. The public cloud environment is multitenant in nature 

when used, nevertheless, as a result of the fact that public-

based cloud services serve a big population base. Information 

sharing is encouraged by the cloud environment's multitenant 

structure, which raises the danger of accessing the contents 

and data of other users. They are worried that commercially 

sensitive information won't be shared or will be 

compromised, many prestigious companies and industries are 

still hesitant to adopt cloud systems. The importance and 

necessity of cloud security as well as the need for complex 

and cutting-edge techniques to improve security in cloud 

systems have been further highlighted by this. A number of 

cloud-based data encryption standards and rules have recently 

been implemented in an effort to increase cloud security. 

Innovative identity detection, management, and tracking 

tools as well as a number of access management strategies 

have pushed for better security measures in cloud 

environments. 

An AI-based system's decision-making capabilities are 

provided by machine learning (ML), one of the core subfields 

of artificial intelligence. [1]. Convolution neural networks 

(CNNs) are an advancement in machine learning that allow a 

system to learn how to make decisions by being trained with 

relevant data and being capable of handling varied 

circumstances. The primary advantages of machine learning 

are its speedy, human-free recognition of patterns and trends 

in the current flow. Continuous improvement is also a 

possibility when utilising machine learning techniques, 

particularly when the system is sensitive to shifting input. 

Machine learning has been employed in many applications 

that deal with multivariate and multidimensional data. 

Combining cloud computing with cutting-edge computing 

paradigms like artificial intelligence and machine learning 

has gained appeal as a way to finish various jobs and enhance 

cloud security. These research focus on using machine 

learning techniques and algorithms to improve cloud security.  

Key Highlights  

The key highlights of the proposed work are listed below: 

i. The proposed model (FCM-SVM) combines the 

FCM and SVM ML approaches for higher levels of 

security enhancement. 

ii. To lessen the risk of the potential disclosure of 

surveillance data, a Cloud Sec module was added to 

the traditional two-layered design. 
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iii. The proposed FCM-SVM performed well, with a 

94.4% average accuracy. 

Organization of paper: This essay is divided into 

four sections: an introduction; a review of the 

literature; a methodology part for the suggested 

framework; and a conclusion. References are given 

at the end. 

 

II. Related Works 

Using ANN algorithms, Hussin et al. foresaw significant 

security challenges in distributed computing. Finding security 

holes in a banking institution required the deployment of an 

ANN algorithm. Algorithms from the Levenberg-Marquardt 

(LMBP) family were used to forecast the level of cloud 

security. To increase the brain's ability for learning and 

execution, ANNs were employed. The accuracy of the 

forecasts is evaluated using the mean square error (MSE), 

which is decided to decide the presentation, in order to narrow 

the gap between actual yields and the focus on preparation. 

Sayantan as well as others. It has been discovered that there 

are cloud characteristics that are essential for mitigating 

internet attacks on cloud settings. A trustworthy method was 

developed to detect digital intrusions on both cloud 

infrastructure and remote processing equipment. The 

suggested strategy calls for the use of ANN. The ANN was 

developed using system traffic information on the joining 

connections of cloud pauses. Because ANN is 

computationally comprehensive, a methodology that employs 

a hereditary computation to reduce the number of structures 

mined from the system-traffic information is built up and 

combined in this method. 

An approach to classifying the data based on information 

confidentiality was proposed by Zardari et al. [70]. The 

writers offered a method for categorizing data that is subject 

to informational safety and protection. In virtual and cloud 

contexts, the K-NN knowledge architecture technique was 

applied. Data is grouped using K-NN with the goal of meeting 

security requirements. A DDoS detection method built on the 

C.4.5 algorithm was created by Zekri et al. [74] to minimize 

the threat of DDoS. Without previously making an account, 

individuals and organizations may now utilize programs and 

access their information on any PC with Web access thanks 

to CC. The results of the investigation suggest that C4.5 is the 

ideal grouping technique. The results of the DDoS detection 

test show that the detection accuracy is better than 98% and 

that the DDoS assault length exceeds the C4.5 algorithm's 

detection results. Many ML algorithms are employed to 

identify the DDoS threat. The C4.5 looks for the decision tree 

that is the shortest it can find. 

Information security issues were covered by Grusho et al. 

[80] in their analysis of AI methods and models. The major 

sources of security threats for CC installations include the 

dynamic nature of CC systems, architectural obstacles 

prohibiting access to cloud infrastructure, and incorrect and 

illegal usage of cloud services computing. IDPs are employed 

to identify and stop information exchange participants who 

are breaking security rules, compile a list of the most recent 

dangers, and track them down. The various IDPS system 

types vary according to the particular events they should 

monitor and the methods they should employ. According to 

Hanna et al. [76], a decision tree (C4.5) technique is used for 

classification and data security. As a crucial first step toward 

acquiring a secure environment for distributed computing, 

they researched how to accomplish moderation for security 

concerns. The artwork in Table 1 is an example of 

contemporary work. 

Table 1.    State- of-art works 

Authors ML 

Method 

Objective 

Yuhong et al. 

(2015) 

ANN Public Cloud and private 

Cloud authorities 

Grusho et al. 

(2017) 

ANN Privacy and security 

concerns employing ML 

for identification and 

clarity of information 

transfer 

Park et al. 

(2018) 

KNN Privacy preserving 

Calderon et 

al. 

KNN+ 

Data 

Mining 

techniques 

Reliable resource 

provisioning in joint edge 

Cloud environments 

Wani et al. SVM + 

Naïve 

Bayes 

Intrusion detection 

Arjunan et al. Naïve 

Bayes 

Intrusion detection 

Chen et al. SVD User privacy 

Feng et al. SVD Dimensionality reduction 

 

III. Proposed methodology 

The degree of data security afforded by off-site devices may 

actually vary depending on the cloud practitioners and service 

Amount Agreements selected. Particularly when it comes to 

a touchy subject like surveillance at strategic locations, cloud 

computing frequently makes privacy issues more 

challenging. In light of these circumstances, it is essential to 
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offer rigorous anonymity protections for surveillance 

recordings in order to avoid internal or external parties from 

obtaining the personal data. The capacity of cloud service 

providers to process encrypted messages swiftly and 

surreptitiously is more important. We provide a novel 

technique in this respect to address privacy issues that arise 

while executing photograph analyzing distantly utilizing 

cloud computing. In seeking to address security concerns, our 

suggested cloud wonderful platform consists of two essential 

components, particularly system and privacy protection 

methodology. 

Proposed System architecture 

Consumer data is routinely exposed to various, serious 

security risks due to the typical cloud computing architecture. 

We provide a three-level architecture as a remedy for 

enhancing data security in a cloud environment. In our 

opinion, such a system comprises of three separate 

components: Client, CloudSec, and Cloud provider. In this 

paradigm, all surveillance data is initially encrypted via the 

HTTPS/SSL protocol by the CloudSec component. Second, 

segmentation is used in this module to protect surveillance 

photos. Data from clients is sent to an outside cloud provider 

for secure processing after being encrypted by CloudSec. 

This module is in charge of ensuring that client data is 

sufficiently private and secure when using cloud resources in 

this scenario. The suggested approach for dealing with 

security problems in cloud-based image processing is shown 

in broad strokes in Figure 2. 

                     

 

Figure 2. An Overview of cloud-based image processing 

When accessing cloud resources in this situation, this module 

is in responsible of making sure that client data is 

appropriately private and safe. Figure 2 depicts in broad 

strokes the suggested strategy for addressing security 

challenges in cloud-based image processing. This latter 

module is incredibly strong, versatile, and useful for meeting 

security requirements in the cloud. The main strategy we 

utilise in our work to secure data is segmentation because it 

is an easy and efficient technique. The knowledge is 

effectively split into various groups in accordance with the 

attributes of the photographs, such as colour, texture, and 

shape, in order to achieve this using a particular method based 

on machine learning techniques. 

Proposed Data protection Method 

Although there are many uses for image segmentation 

algorithms that have proved effective, data protection is not 

one of those applications. Our main contribution is to apply 

this technique to cloud service security issues. In order to 

address each zone separately, it is intended to group pixels 

with comparable characteristics together. In this framework, 

in order to identify each pixel, From the input image, we first 

extract the colour at the pixel level. the classification Support 

Vector Machines with these features (SVM). Actually, the 

latter trains on real-world data using a supervised learning 

algorithm. To achieve this, we enhance the effectiveness of 

linear classification by training SVM Classifiers with Fuzzy 

C-means. Figure 3 depicts the fundamental concept of the 

SVM-based classification technique. 

                            

 

Figure 3. Proposed method for data protection 

3.1 Used Methods 

We demonstrate a novel support vector machine-fuzzy C-

means clustering-based online privacy technique in this 
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research. The main objective is to segment an image into 

discrete areas that include pixels with uniform image 

properties. The basic components utilised to portray an image 

are usually elements of colour, texture, and shape. Because of 

this, using FCM and SVM together is a good way to guard 

against the potential leak of sensitive information. This 

method, meantime, aims to deliver prompt and precise 

results. This section seeks to give comprehensive insight into 

the suggested approach. 

• Fuzzy C-means Clustering (FCM) 

The FCM method is an effective tool for unsupervised data 

processing and classification. The fuzzy technique allows 

each pixel to be a part of numerous clusters based on 

membership grades, in contrast to conventional partitioning 

methods (between 0 and 1). The main objective is to locate 

centroids that minimise the dissimilarity function. By 

initialising the membership matrix (U) arbitrarily, as shown 

in Equation 1, this can be accomplished quickly. 
∑ 𝑢𝑖𝑗 = 1, ∀𝑗 = 1, … , 𝑛                  (1) 

Additionally, this approach classifies data using the 

dissimilarity function shown in Equation 2. 

𝐽 (𝑈, 𝑐1, 𝑐2, … , 𝑐𝑐) = ∑ 𝐽𝑖 = ∑ ∑ 𝑢𝑖𝑗
𝑚

𝑛

𝑗=1

𝑐

𝑖=1

𝑐

𝑖=1

𝑑𝑖𝑗
2                         (2) 

• The values of uij are normally between 0 and 1, 

• ci stands for the centroid of the cluster I  

• dij stands for the Euclidian distance between the ith 

centroid (ci)  

• The jth data point, and m [1,] stands for a weighting 

exponent.  

 

Support Vector Machines (SVM) 

Machine learning techniques can be utilised to automate 

classification and regression using a straightforward yet 

effective method. Generalized linear classifiers are frequently 

employed in this strategy to analyse data and spot patterns. 

To achieve this, it primarily makes use of statistical learning 

theory. Actually, when dealing with a high dimensional 

feature space, we nearly always opt to use linear functions 

known as hypotheses. The main goals of SVM models are to 

maximise the smallest distance between any two data points 

and to discover the hyperplane that best divides various 

groups (margin). All locations on the margin are referred to 

as support vectors in this context. The simplest variation of 

this method, the linear SVM model, is shown in Figure 4 as a 

simplified illustration. 

 

Figure 4.  Linear SVM Model 

To get the largest margin of separation possible in this 

scheme, we essentially use equation 3. 

𝑚𝑎𝑟𝑔𝑖𝑛 = arg 𝑚𝑖𝑛
𝑥𝜖𝐷

𝑑(𝑥)

= 𝑎𝑟𝑔 min
𝑥𝜖𝐷

⃒𝑥. 𝑤 + 𝑏⃒⃒

√∑ 𝑤𝑖
2𝑑

𝑖=1

                           (3) 

Where: 

• Decision hyperplane normal vector is referred to as 

w. 

• Reprents data point I is in xi. 

• yi: represents the type of data point I (+1 or -1) NB: 

Not 1/0 

• This formula is used to calculate the classifier: 

Sin(wT1 xi + b) = f(xi) 

• The following formula represents the functional 

margin of xi: yi (wT1 xi + b) 

Equation 4 represents a quadratic optimization problem that 

can be used to model hard-margin SVM mathematically. 

min
𝑓,𝜉𝑖

‖𝑓‖𝑘
2 + 𝐶 ∑ 𝜉𝑖

𝑡
𝑖=1                                                                                           

(4) 

𝑦𝑖 𝑓(𝑥𝑖) ≥ 1 − 𝜉𝑖  𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 𝜉𝑖 ≥ 0               

Similar to the dual problem, equation 5 for learning linear 

classifiers is the simplest way to express the SVM. 

http://www.ijritcc.org/
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min
𝑎𝑖

∑ 𝑎𝑖

1

𝑖=1

−
1

2
∑ ∑ 𝑎𝑖

1

𝑗=1

1

𝑖=1

𝑎𝑗𝑦𝑖𝑦𝑗𝐾(𝑥𝑖 , 𝑥𝑗)                      0 ≤ 𝑎𝑖

≤ 𝐶, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖; 

∑ 𝑎𝑖𝑦𝑖

1

𝑖=1

= 0                                                                                                           (5) 

where I stands for slack variables, which are ideally utilised 

to represent measurement inaccuracy at a given moment (xi, 

yi). 

Sincerity be damned, traditional means (hard margin) usually 

neglect data noise and uncertainties. To deal with noisy data, 

soft-margin SVM typically employs the idea of slack. The 

SVM formula changes to yi (w'x1 + b) 1 - Sk in this situation, 

where Sk is the shortest distance that can be used to separate 

data from the hyperplane without departing from the 

predetermined bounds. . These justifications convinced us to 

represent soft-margin SVM with the Lagrangian variable in 

equation 6. 

min 𝐿 = 1
2⁄ 𝑤′𝑤 − ∑ 𝜆𝑘(𝜆𝑘(𝑤′𝑥𝑘 + 𝑏⃒) + 𝑠𝑘 − 1)

+ 𝑎 ∑ 𝑠𝑘                         (6) 

                           𝑤ℎ𝑒𝑟𝑒, 0 ≤ 𝑎𝑖 ≤ 𝐶 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑎𝑖 . 

5. Performance Analysis 

We used an 11th Gen Intel Core i5-11320H, Intel Iris Xe 

Graphics, 16 GB, 2 x 8 GB, DDR4, 3200 MHz, and 512 GB, 

M.2, PCIe NVMe, SSD to develop our suggested model 

(DCNN-FOA) in Pytorch. Several parameters, which are 

mentioned in table 2, were used to test our model. 

True positive (TP): If your forecast is accurate and 

favourable; 

True Negative (TN): If your forecast is accurate and 

favourable; 

False Positive (FP): IF your prediction is both accurate and 

incorrect; 

False Negative (FN): If your forecast is inaccurate and 

unfavourable 

 

 

 

 

Table 2. Matrices of performance measures 

Performan

ce 

Measures 

Mathematical Equations 

1. Sensitivity, 

TPR 

𝑇𝑃1

𝑇𝑃1 + 𝐹𝑁
 

2. Specificity, 

S 

𝑇𝑁1

𝐹𝑃 + 𝑇𝑁1
 

3. Precision 𝑇𝑃1

𝑇𝑃1 + 𝐹𝑃
 

4. Accuracy 𝑇𝑃1 + 𝑇𝑁1

𝑇𝑃1 + 𝐹𝑁 + 𝑇𝑃 + 𝑇𝑁1
 

5. F Score 2 𝑇𝑃1

2𝑇𝑃1 + 𝐹𝑁 + 𝐹𝑃
 

Figure 5 shows the analysis of models with characteristics 

such as sensitivity, specificity, and accuracy of various 

datasets and average value. The comparison of models with 

respect to sensitivity, specificity, and accuracy is shown in 

Table 3. Figure 6 shows the corresponding graphs for the 

comparison of models with recall, f-score, and memory usage 

shown in Table 4. Figure 7 compares the suggested model to 

contemporary models. 

Table 4. Comparison of models with sensitivity, specificity 

and accuracy 

Dataset 

Sample 

Models Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

1 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

88 

87.3 

89.6 

90.67 

91.2 

78 

84 

88 

81 

89 

85.9 

87.4 

90.3 

93.1 

94.4 

2 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

83.9 

79.5 

83 

85 

84 

82 

85 

88.9 

80.3 

85 

80 

86.2 

82.8 

87 

95 

3 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

83.6 

82.9 

86.6 

87.8 

88.4 

81 

84.5 

86.3 

83.9 

88.3 

82.9 

86.5 

84.5 

89.7 

94 

4 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

87 

86.2 

88.5 

89.56 

90.1 

77 

83 

87 

80 

88 

84.8 

86.3 

89.2 

92.01 

93.3 
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5 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

89 

88.4 

90.7 

91.77 

92.3 

79 

85 

89 

82 

90 

86.1 

88.5 

91.4 

94.2 

95.55 

 

         

 

        

 

            

 

       

 

            

 

       

 

Figure 5.  Analysis of Models with parameters such as 

sensitivity, specificity and accuracy of various datasets and 

average value. 

Table 5.  Comparison of models with recall, f-score and 

memory utilization 

Dataset Models Recall 

(%) 

F-

score 

(%) 

Memory 

utilization 

(%) 

1 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

82 

84.1 

86.6 

88 

91 

83.7 

87 

86 

79 

85 

90 

92 

94 

89 

88 

2 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

83 

85.2 

87.3 

89 

92 

84.8 

88 

87.1 

80 

86 

91 

93 

95 

90 

89 

3 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

84 

86.3 

88.4 

90 

93 

85.9 

89 

88.2 

81 

87 

92 

94 

96 

91 

90 

4 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

82.10 

84.2 

86.7 

88.1 

91.1 

83. 

87.13 

86.12 

79.1 

85.08 

92.01 

92.25 

94.02 

89.02 

91.11 

5 ANN 

KNN 

Naïve Bayes 

SVD 

FCM-SVM 

(ours) 

84.02 

86.5 

88.6 

90.04 

93.5 

86.12 

89.25 

88.5 

81.2 

87.20 

92.20 

94.02 

96.6 

91.01 

90.02 

 

           

 

     

 

          

 

     

 

          

 

      

 

Figure 6.  Analysis of Models with parameters such as 

recall, F-score and Memory utilization of various datasets 

and average value. 

       

 

Figure 7.   Comparison of models 

IV. Conclusion 

People view the cloud as a safer and more reliable method of 

data storage. Although data are more secure on the cloud, 
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malicious activities can still happen there. In delicate regions, 

like a surveillance network, it can have a strong reaction. We 

combined ML approaches to increase the security levels of 

the surveillance network. In this paper, an FCM-SVM 

technique for improving security in surveillance clouds is 

proposed. For lowering the risk of surveillance data, we 

added another Cloudsec module. Our proposed model 

performed well, with an average accuracy of 94.4%, when we 

compared it to other recent models like ANN, SVD, KNN, 

and Naive Bayes. 
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