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Abstract. In the whole agriculture plays a very important in country’s economic condition specially in Indian agriculture has a crucial role for 

raising the Indian economic structure and its level. India’s frequent changing climatic situation, various bacterial disease is much normal that 

drastically decreases the productivity of crop productivity. Most of the researcher is moving towards into this topic to find the early detection 

technique to identify the disease in small green leaves plants. A single, micro bacterial infectious disease can destroy all the agricultural small 

green leaves plants get damaged overnight and hence must be prevented and cured as earliest as possible so that agriculture production. In this 

research work, we had tried to developed a green small green leaves plants bacterial disease early detection system based on the deep learning 

network system which will detect the disease at very earlier state of symptoms observed. Deep learning technique is has various algorithms to 

detect the earliest stage of any of the procedural processing of any bacterial infections or disease. This paper consists of investigations and 

analysis of latest deep learning techniques. Initially we will explore the deep learning architecture, its various source of data and different types 

of image processing method that can be used for processing the images captured of leaf for data processing. Different DL architectures with 

various data visualization’s tools has recently developed to determine symptoms and classifications of different type of plant-based disease. 

We had observed some issue that was un identified in previous research work during our literature survey and their technique to resolve that 

issue in order to handle the functional auto-detection system for identifying the certain plant disease in the field where massive growth of green 

small green leaves plants production is mostly done. Recently various enhancement has been done in techniques in CNN (convolution neural 

network) that generates much accurate images classification of any object. Our research work is based on deep learning network that will 

observe and identifies the symptoms generated in leaflet of plant and identifies the type of bacterial infection in progress in that with the help 

of plant classification stated in the plant dataset. Our research work represents the implementation DCGAN and Hybrid Net Model using Deep 

learning algorithm for early-stage identification of green plant leaves disease in various environmental condition. Our result obtained shows 

that it has DCGAN accuracy 96.90% when compared withHybrid Net model disease detection methodologies. 
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I. Introduction 

The probability of tiny green small green leaves plants 

sicknesses mostly infected in farming agricultural 

environment. Most of the time the small green leafy small 

green leaves plants can be infected by fungal bacteria’s that 

cant be detected at the early stage and hence can damage the 

small green leaves plants in its initial growth that causes the 

much monetary and power loss of farmers. Moreover Early 

identification is can be  successful anticipation 

&perseverance of small leafy green plant sicknesses, what is 

more, they assume an imperative in rural development policy 

and administration. As of late, small leafy green plant disease 

ID is a significant research topic. Sickness contaminated 

small leafy green small green leaves plants generally depicts 

the early signs stamps or injuries on small green leave, baby 

stems, or natural seeds or fruits in a small green leaves plants. 

Each& every illness or irritation situation represents the 

extraordinary noticeable signs which will be utilized to detect 

anomalies remarkably. For the most part, the early staged 

green leaves of small plant are the very important part to 

detect recognizing plant sicknesses, and most of the side 

effects of illnesses may start to show up on the leaves [2]. As 

a rule, horticultural and Diseased green small green leaves 

plants often have disfiguring lesions or discoloration all over 

their bodies. In most cases, infection can be  found diagnosed 

with relative certainty by observing the distinctive visual 

style n associated with a given disease or different types 

of  antibacterial spray methodologies.. To put it bluntly, 

despite the fact that green plant diseases pose a significant 

risk to green crop yields fields, it is counterproductive to 

devote excessive time and resources to identifying and 

tracking them. Correct assessment will indeed necessitate 

significant time and effort spent learning and standards and 

then putting those learnings into practice several number of 

times. d use drugs indiscriminately during the ID cycle. 

Quality and result will likewise bring natural contamination, 

which will cause pointless monetary misfortunes. To counter 

these difficulties, examination into the utilization of picture 

handling methods for plant illness acknowledgment has 

turned into a hot examination theme. Giving a powerful 

solution has been conceivable to this issue thanks to the 

coming of the web what is more, the field of PC vision. A 

mixed up finding of plant sickness results in a huge loss of 

creation, time, assets, and item quality. Distinguishing the 

condition of the plant is basic for powerful development. 

Various kinds of natural peculiarities, like parasites, water 

deficiencies, bugs, and weeds, significantly affect crops. 

These are the sorts of issues that require ranchers to make 

deterrent strides to help efficiency. This exploration helps 

with focusing on the outwardly designated nature of yield. 

Counterfeit insight propels have made it conceivable to 

distinguish plant infections naturally from crude images of 

small green leaves plants leaves. 

II. Problem Statement 

Farming Culture is a fundamental base of the Indian 

economy. The Indian horticulture area utilizes approx.70% of 

the world’shuman force. India is the world’s largest producer 

of various types wheat, varieties of rice&pulses, unique types 

of flavors, and flavored items on the planet. Mostly farmer 

financial condition is completely proportionate to valuable 

and quality good agricultural growth which is directly 

depends on the quality growth of fields small green leaves 

plants in a farming area, as a result it is very crucial and 

important to detect the disease of plant in the field of 

agriculture during early stage of small green leaves plants 

growth. Early-stage disease detection becomes a crucial part 

of research now days. Small green leaves plants are most 

highly susceptible to incorporate a disease during their early-

stage development. The use of early-stage plant disease 

detection methods will be more fruitful and helpful for 

agricultural environment. Basically, green plant disease 

spreads itself very rapidly in different parts of small green 

leaves plants such as leaves, stem, branch and destroy the 

growth of small green leaves plants. This disease cannot be 

detected at its earlier stage by any of the manual techniques. 

Hence for early detection of green plant disease some 

automatic disease detection computational techniques should 

be developed to detect and identify the early-stage disease 

using the various images of plant leaves.  

III. Review of Literature 

Part of work has been given to the discovery of leaf 

sicknesses utilizing picture handling in the set of experiences 

and it keeps on drawing in exploration to do their examination 

work in this field. Programmed crop sickness identification 

utilizing picture handling and AI has been acquiring 

conspicuousness lately. 

In [4] prior-handled by picture resizing, upgrade & variety 

of small partition transformation. The algorithm CNN 

methodology for grouping & dividing element was used to 

detect the disease and with the help of LCNN technique’s 

grouping method is most widely used for making the calls of 

same type of objects of any type. 

In  [5]  author simulated varieties of small partition based 

formula followed by various improvement related 

techniques. The essential shades of leaves are changed over 

into (L*A*B). 

As a method of partition, the technique CNN scrunching 

algorithm is applied. Separately, the algorithm-CNN and 

another one is LCNN used for highlight extraction and 

organization. 
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In paper [6.7] obtained pictures utilizing advanced camera 

and middle channel is utilized for picture improvement. CNN 

grouping is utilized for division. DL-CNN is utilized for 

order. In paper [8] division is finished to get the areas of 

interest that is the tainted locale. It is finished utilizing CNN 

grouping calculation, Otsu's identification switching over 

completely to HSI later division is finished utilizing limit and 

spot discovery calculation. In paper [9] experimented the 

prior- handling by contrast change and standardization. The 

change of variety changes into YCBCR and Bi-level 

thresholding is performed. The LCNN, and Well are utilized 

for highlights extraction and characterization [10]. 

In paper [11], the division of the image is used in order to do 

foundation deduction. The KNN, ANN, and DL-CNN 

techniques come together to finish out the arrangement 

strategy. In KNN, the ordering of tests is determined by the 

nearest minor split between participants who have been 

prepared and those who are being tested [12]. A model for 

extraction thresholding approach and morphological activity 

was developed in the study [13]. After that, the multiclass 

DL-CNN is used as a classifier at that time. For the purpose 

of division, in view of a collection of imprints created by 

analysis of the variety and radiance components of numerous 

image districts, the L*A*B variety spaces are used. The 

LCNN is put to use in the process of extracting highlights. In 

the study [14], they looked at certain instances of plant leaves 

that were captured using a digital camera, such as rose and 

bean leaves (which had a bacterial issue), lemon leaves 

(which had a problem with sunburn), banana leaves (which 

had an early sear), and bean leaves (which were infectious). 

The green regions will serve as the basis, and the thresholding 

computation will be used. At long last, the hereditary 

computation is applied in order to get the sectioned image. 

Adjustments have been made to the variety co-event in order 

to facilitate the useful extraction of components from the split 

images. For purposes of organization, the Base Small 

Partition Measure and then the DL-CNN classifier are 

applied. There have been records showing that the typical 

accuracy is 97.6% [15,16]. 

When working on the quality of the information testing, the 

scaling and extending (min-max direct) approach described 

in [17] was conducted. The manufacturing of HIS model is 

complete, and the equivalent will be pieced together in the 

future. In order to divide the cases, the consolidated 

Euclidean small partition and CNN bunching procedures are 

used. The LCNN and DL-CNN are both put to use for order 

extraction and inclusion extraction respectively. The research 

presented in papers [18,19] begins with an RGB image as 

input, performs variety changes, and then transforms the data 

such that it is tested using HIS organization. Last but not least, 

Otsu's method should be used to section the pieces. 81 of the 

photos from the publication [20] were recalled for the data 

set, and the analysis was carried out in the L*a*b variety 

space. The k-implies grouping method was used to 

communicate the division of the leaf disease, and the DL-

CNN algorithm was used to organize the infection. Data that 

could be measured, such as the mean, the centre, the mode, 

and the standard deviation, was used by the inventors to 

document their findings. The model for leaf discovery illness 

was developed further in article [21], which made use of a 

variety of descriptors. The model was tested on the 

neighborhood leaf information base, and the presentation of 

the model was dominating. Despite this, it is very well known 

that the model may be tested on datasets that are openly 

available. 

In paper [22] Files Based Histogram strategy is utilized to 

section undesirable area of the leaf. The creators have 

outperformed other division methods like cut division, 

polygon guess, and mean-shift division. In paper [23] 

considered pre-handled to resize them into 600*700 

measured pictures, eliminate foundation commotion, upgrade 

splendor, and change the differentiation. The K-implies 

grouping for division and the valuable elements are removed 

utilizing Measurable LCNN and DL-CNN classifier is 

utilized for order of leaf problems. 

IV. Proposed Model 

A DEEP convolutional learning network is maybe the most 

generally applied technique for removing sensible data from 

colossal training data-set. The engineering of DCGANis 

depicted in Figure(1)that permits productive handling of 

picture information. A profound DCGAN learning comprises 

of a few layers of various sorts. Commonly, it starts with at 

least one convolutional layers followed by at least one 

gathering layers, initiation layers, furthermore, closes with at 

least one completely associated level of immediate layer. As 

per the diagram shown in the convolution operations and 

action sis done by convolution layer for distinguishing the 

infected elements form the healthy part of the green leaves of 

small plants and the processed result is is transmitted to the 

actuation capability. However, the group level layer was the 

most important part which is utilized to lessen the infected 

part size in the element graph& gives vigorous obtained 

outcome for the further information. The obtained result is 

then given to pool layers through in a few moves toward get 

worldwide highlights from the input information. At last, the 

separated qualities are transmitted into the completely 

associated higher level layer where arrangement was 

processed in this convolution layer. Our research work 

proposes an dynamic methodology which is when applied to 

small leave plants can identify and classify the early stage 
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disease caused by any fungal bacterial infection or any 

infection due to environmental or weather changes which 

causes an growth of small green plants properly and in correct 

manner. Our designed approach used an concept to DCGAN 

comprises of two DCNN organizations, like generator DCNN 

and discriminator DCNN algorithm for training the dataset 

we have collected for our research work. The working block 

diagram for our proposed work is shown below in fig(4.1). 

 

4.1. Proposed Approach Using DCGAN Model 

Processing Steps: 

Step-1:] Model Training; Here it Allows you to initialize the 

various hidden layer. This step constitutes of two sub 

procedure first is retro-propagation delay procedure and 

feedback-based procedure. 

Step-2:]Proposed Working System functionality testing 

step: Here in this step image processing is done on the basis 

of weight  for different images of data set is obtained in 

previous step. 

Step-3:]This step is similar to step -2 except that here a 

feedback relay or back propagation technique is applied after 

the result is obtained and given as feed back again to learning 

process module to refine the accuracy of the result hence to 

get the more accurate result as shown in fig(4.2) 

 

Fig(4.1)Flow processing of Proposed Approach using 

DCGAN Model 

 

Fig(4.2)Procedural steps of Our proposed Approach 

In functional life examples, the occurrence of some specific 

green plant sicknesses is very low and the expense of 

procuring illness pictures is much bigger that results in  a 

couple or many infected pictures gathered. The exchange 

learning strategy can move the information gained from the 

overall enormous dataset to the expert fields with somewhat 

little information. Yet, for the training datasets, as it were 

couple or many pictures, the exchange learning technique too 

has the issue of low acknowledgment precision. This is since 

it is hard for the profound organization to learn unique 

highlights, which prompts issues that are hard to join or on 

the other hand over-fitting. In this way, plant illness datasets 

with single or on the other hand little examples can scarcely 

uphold the preparation of DL architecture. Then again, for the 

acknowledgment of new classes thatdon't show up in the 

preparation set, the profound learning model should be 

retrained. 

4.2. Proposed Approach Using HybridNet Model 

A. Data Pre-processing 

i. Data gathering, scaling (also known as standardising), 

channel extraction (also known as the green channel), and 

histogram equalisation or gradient location oriented 

histogram (Enhance the Contrast). 

http://www.ijritcc.org/
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ii. The selection of features and their normalising (Remove 

background noise). 

B. Hybrid CNN Model 

The Deep CNN model consists of a stack of Convolution, 

Max-pooling, and Dropout layers, each of which contributes 

to an improvement in the accuracy of the prediction. 

i. Convolution Layer: A combination of a filter and a 

Convolution matrix (Gaussian-low-pass filter with 

dimensions ranging from 5x5 to 3x3 and convolution matrix 

with dimensions ranging from 256x256 to 4x4) 

ii. Max-Pooling Layer: This layer performs a MAX operation 

across a 2x2 or 4x4 section of the input picture. 

iii. Supervised Dropout Layer: Performance Enhancement 

Through the Prevention of Overfitting in the Network 

iv. The procedure continues with the fourth stage, which is 

called Hidden Layers and Feature Pooling: Optimization and 

Rearrangement after Dropout. 

v. Activation Function: An Activation Function for a Non-

Zero Gradient Rectifier in the Intermediate Layers and an 

Activation Function for a SOFTMAX Probability 

Distribution in the Output Layer. 

C. Distribution of the Output Classes: Predicted input 

image. 

 

Fig(4.2) Flow processing of Proposed Approach using 

HybridNet Model 

V. Obtained Result 

To make a much number of pictures in each class, 

information expansion strategieswere presented. 

Furthermore, the information expansion procedures can 

expand the datasetsize and diminish the preparation 

cycle of the system by including someexpanded pictures 

into the preparation training data-set. Here the various 

available algorithm for training the dataset like 

DCGA,DBIM and CNS we had used  for image pre-

processing. The DBIM augmentation methods comprise 

of picture trimming, flipping, PCA variety expansion, 

turnwhat is more, scaling. The PCA variety expansion 

strategy changes the force of the variety channels 

utilizing the key part of the pixel. Furthermore, the 

picture trimming,flipping, pivot and scaling strategies 

make expanded pictures by changing the varietywhat is 

more, position of the information pictures. There are 

36,541 expanded pictures made by the DCNN (Deep 

Convolution Neural Network) expansion method in the 

dataset.DCGANs make expanded pictures that look like 

the preparation information.  

5.1. Simulation Result of Proposed Approach 

Implemented using DCGAN Learning Model 

 

Fig (5.1-A)Image dataset-example of crop field leave image 

after using Data Augmentation 

 

Fig (5.1-B) Image Processing Using Proposed Approach 

Our proposed dynamic approach Deep Learning based 

generator DCNN& Numerator DCNN which consist of two 

types of DCNN structural organization. The first type of 

DGCNN i.e., Generator DCNN basically accepts an array of 

irregular clamor &process that samples into the useful 

information. Similarly the second type of Numerator DCNN, 

it identifies the actually disease infected picture used for 

further processing. The DCGAN technique 

basednetworkhas been prepared in the designs handling 

small unit of data with preparing period of timeof  15,000 

and a small-scale bunch size of 64 bit image dataset. There 

http://www.ijritcc.org/
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is approx. of 40,000 increased pictures made processed with 

the help of our proposed approach DCGAN expansion 

method. CNST is another picture age method utilizing 

profound learning procedures. A changed VGG19 

organization was utilized to foster the CNST expansion 

structural in this examination. The CNST model was 

prepared with 15000 images using DLSS(Deep Learning 

centralized System). 

5.2.Simulation Result of Proposed Approach 

Implemented using DCGAN Learning Model 

 

Fig (5.2-A)Image dataset-example of crop field leave image 

after using Data Augmentation 

5.3 Comparison with existing approaches 

It is possible to train AlexNet, ResNet-50, HybridNet and  

DCGAN by making use of the data from the processed 

training set. After that, the trained model is used to make 

predictions about the data from the test set (HybridNet and  

DCGAN, respectively), and the actual value is contrasted 

with the anticipated value in terms of error evaluation 

(Figures-5.3). 

 

 

Figure(5.3) Error Rate Evanaluation of Both using bothe the 

Learning Model (DCGAN & HybridNet Model) 

 
Figure 5.4: Outlier Analysis on various approaches 

Figures 5.4, show that among the four forecasting 

approaches, AlexNet, ResNet-50, HybridNet and  DCGAN 

have the highest degree of broken line fitting between actual 

value and forecasted value. The degree to which HybridNet 

and  DCGAN break lines coincidentally is the greatest and 

the lowest, respectively. 

 
Figure 5.5. Prediction curve Analysis on various approaches 
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Figure(5.6) Model Evanaluation of Both using bothe the 

Learning Model (DCGAN & HybridNet Model) 

After experimentation done, we had found that our proposed 

dynamic approach achieves more accuracy than Hybrid Net 

model after using the sample dataset of 10sample leave small 

green leaves plants. Then after, using the "Proposed Data 

Augmentation" technique on available dataset we can achieve 

the more accurate result. From the obtained result we can 

conclude that our proposed approach has 96.90% accuracy 

than Hybrid Net Model when implemented.Also it has found 

that after applying our proposed DCGAN approach to out 

training dataset the performance of the system is much better 

in comparison with the Hybrid Net Model when applied to 

same approach. The figure (5.5 and 5.6) depicts the error rate 

and prediction analysis rate in percentage. 

VI. Conclusion 

Here we come to conclue our research work, that represents 

the fundamental information on Advancement of deep 

learning algorithimDeep learning and introduced a far 

reaching survey of later research work done in establish leaf 

illness acknowledgment utilizing profound learning. Given 

adequate information is accessible to training, profound 

learning procedures are equipped for perceiving plant leaf 

sicknesses with high precision. The significance of collecting 

enormous datasets with high inconstancy, information 

expansion, move learning, and perception of CNN initiation 

maps in further developing grouping precision, and the 

significance of little example small green plant leaf bactorial 

disease identification and the significance of hyper-

otherworldly imaging for early location of plant 

infectionhave been talked about. Simultaneously, there are 

additionally some insufficiencies. The greater part of the DL 

structures proposed in the our reseacrh work have great 

recognition impacts on their datasets, however the impacts 

are not great on other datasets, that is the model has much 

better results. In a large portion of the explores, the 

PlantVillage dataset was utilized to assess the exhibition of 

the DL models. This dataset has a  15,000 of pictures of a few 

small green plants with varieties of its leaves 

structure.Various type sof disease identified is taken out for 

our result comparision. it was taken in the lab. In this manner, 

it is normal to lay out a huge dataset of plant sicknesses in 

genuine circumstances.After  a few examinations are utilizing 

hyperspectral pictures of ailing leaves, and some DL 

structures are utilized for ahead of schedule identification of 

plant leaves sicknesses, issues that influence the far and wide 

utilization .Our obtained result by applying two different 

learning techniuqe namely DCGAN and Hybrid Net Model 

into huge real time data set it had been observed that DCGAN 

has more accurate result than HybridNet Model.Also the error 

rate while analysing the accuracy in obtained result after the 

implementation of porposed approach DCGAN has lessen 

error rate in percentage than Hybrid Net and other learning 

Model. 

References 

[1]  F. Fina, P. Birch, R. Young, J. Obu, B. Faithpraise, and C. 

Chatwin, ‘‘Automatic plant pest detection and recognition 

using CNN clustering algorithm and correspondence 

filters,’’ Int. J. Adv. Biotechnol. Res., vol. 4, no. 2, pp. 

189–199, Jul. 2013. 

[2]  M. A. Ebrahimi, M. H. Khoshtaghaza, S. Minaei, and B. 

Jamshidi, ‘‘Vision-based pest detection based on DL-

CNN classification method,’’ Comput. Electron. 

Agricult., vol. 137, pp. 52–58, May 2017. 

[3]  S. R. Dubey and A. S. Jalal, ‘‘Adapted approach for fruit 

disease identification using images,’’ Int. J. Comput. Vis. 

Image Process., vol. 2, no. 3, pp. 44–58, Jul. 2012.  

[4]   A.-L. Chai, B.-J. Li, Y.-X. Shi, Z.-X. Cen, H.-Y. Huang, 

and J. Liu, ‘‘Recognition of tomato foliage disease based 

on computer vision technology,’’ Acta 

HorticulturaeSinica, vol. 37, no. 9, pp. 1423–1430, Sep. 

2010.  

[5]  Z. R. Li and D. J. He, ‘‘Research on identify technologies 

of apple’s disease based on mobile photograph image 

analysis,’’ Comput. Eng. Des., vol. 31, no. 13, pp. 3051–

3053 and 3095, Jul. 2010.  

[6]  Z.-X. Guan, J. Tang, B.-J. Yang, Y.-F. Zhou, D.-Y. Fan, 

and Q. Yao, ‘‘Study on recognition method of rice disease 

based on image,’’ Chin. J. Rice Sci., vol. 24, no. 5, pp. 

497–502, May 2010.  

[7]  J. G. A. Barbedo, ‘‘Factors influencing the use of deep 

learning for plant disease recognition,’’ Biosyst. Eng., vol. 

172, pp. 84–91, Aug. 2018.  

[8]  A. Kamilaris and F. X. Prenafeta-Boldú, ‘‘Deep learning 

in agriculture: A survey,’’ Comput. Electron. Agricult., 

vol. 147, pp. 70–90, Apr. 2018. 

[9]  G. L. Grinblat, L. C. Uzal, M. G. Larese, and P. M. 

Granitto, ‘‘Deep learning for plant identification using 

vein morphological patterns,’’ Comput. Electron. 

Agricult., vol. 127, pp. 418–424, Sep. 2016.  

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 2s 

DOI: https://doi.org/10.17762/ijritcc.v11i2s.6147 

Article Received: 24 November 2022 Revised: 30 December 2022 Accepted: 25 January 2023 

___________________________________________________________________________________________________________________ 

 
285 

IJRITCC | January 2023, Available @ http://www.ijritcc.org 

[10]  S. P. Mohanty, D. P. Hughes, and M. Salathé, ‘‘Using 

deep learning for image-based plant disease detection,’’ 

Frontiers Plant Sci., vol. 7, p. 1419, Sep. 2016. 

[11]  J. Lu, J. Hu, G. Zhao, F. Mei, and C. Zhang, ‘‘An in-field 

automatic wheat disease diagnosis system,’’ Comput. 

Electron. Agricult., vol. 142, pp. 369–379, Nov. 2017. 

[12]  J. G. Ha, H. Moon, J. T. Kwak, S. I. Hassan, M. Dang, O. 

N. Lee, and H. Y. Park, ‘‘Deep convolutional neural 

network for classifying Fusarium wilt of radish from 

unmanned aerial vehicles,’’ J. Appl. Remote Sens., vol. 

11, no. 4, p. 1, Dec. 2017.  

[13]  J. G. A. Barbedo, ‘‘Plant disease identification from 

individual lesions and spots using deep learning,’’ 

Biosyst. Eng., vol. 180, pp. 96–107, Apr. 2019.  

[14]  S. Ghosal, D. Blystone, A. K. Singh, B. 

Ganapathysubramanian, A. Singh, and S. Sarkar, ‘‘An 

explainable deep machine vision framework for plant 

stress phenotyping,’’ Proc. Nat. Acad. Sci. USA, vol. 115, 

no. 18, pp. 4613–4618, Apr. 2018.  

[15]  Y. Lu, S. Yi, N. Zeng, Y. Liu, and Y. Zhang, 

‘‘Identification of rice diseases using deep convolutional 

neural networks,’’ Neurocomputing, vol. 267, pp. 378–

384, Dec. 2017. 

[16]  A. Picon, A. Alvarez-Gila, M. Seitz, A. Ortiz-Barredo, J. 

Echazarra, and A. Johannes, ‘‘Deep convolutional neural 

networks for mobile capture device-based crop disease 

classification in the wild,’’ Comput. Electron. Agricult., 

vol. 161, pp. 280–290, Jun. 2019.  

[17]  Samir N Ajani Piyush K. Ingole , Apeksha V. Sakhare 

“Modality of Multi-Attribute Decision Making for 

Network Selection in Heterogeneous Wireless Networks”, 

Ambient Science - National Cave Research and Protection 

Organization, India,2022, Vol.9, Issue.2, ISSN- 2348 

5191. DOI:10.21276/ambi.2022.09.2.ta02  

[18]  A. Johannes, A. Picon, A. Alvarez-Gila, J. Echazarra, S. 

Rodriguez-Vaamonde, A. D. Navajas, and A. Ortiz-

Barredo, ‘‘Automatic plant disease diagnosis using 

mobile capture devices, applied on a wheat use case,’’ 

Comput. Electron. Agricult., vol. 138, pp. 200–209, Jun. 

2017.  

[19]  M. A. Khan, T. Akram, M. Sharif, M. Awais, K. Javed, H. 

Ali, and T. Saba, ‘‘CCDF: Automatic system for 

segmentation and recognition of fruit crops diseases based 

on correlation coefficient and deep CNN features,’’ 

Comput. Electron. Agricult., vol. 155, pp. 220–236, Dec. 

2018.  

[20]  Ajani, S.N., Bhanarkar, P. (2022). Design a Mechanism 

for Opinion Mining. In: Sharma, S., Peng, SL., Agrawal, 

J., Shukla, R.K., Le, DN. (eds) Data, Engineering and 

Applications. Lecture Notes in Electrical Engineering, vol 

907. Springer, Singapore. https://doi.org/10.1007/978-

981-19-4687-5_35  

[21]  M. Kerkech, A. Hafiane, and R. Canals, ‘‘Deep leaning 

approach with colorimetric spaces and vegetation indices 

for vine diseases detection in UAV images,’’ Comput. 

Electron. Agricult., vol. 155, pp. 237–243, Dec. 2018.  

[22]  K. Naga Subramanian, A. K. Singh, A. Singh, S. Sarkar, 

and B. Ganapathy Subramanian, ‘‘Usefulness of 

interpretability methods to explain deep learning based 

plant stress phenotyping,’’ Compute. Sci., vol. 4, pp. 18–

32, Jul. 2020.  

[23]  Y. Sun, Z. Jiang, L. Zhang, W. Dong, and Y. Rao, 

‘‘SLIC_DL-CNN based leaf diseases saliency map 

extraction of tea plant,’’ Compute. Electron. Agriculture., 

vol. 157, pp. 102–109, Feb. 2019.  

[24]  Z.-W. Hu, H. Yang, J.-M. Huang, and Q.-Q. Xie, ‘‘Fine-

grained tomato disease recognition based on attention 

residual mechanism,’’ J. South China Agricult. Univ., vol. 

40, no. 6, pp. 124–132, Jul. 2019.  

[25]  S. H. Lee, H. Gosau, P. Bonnet, and A. Joly, ‘‘New 

perspectives on plant disease characterization based on 

deep learning,’’ Compute. Electron. Agriculture., vol. 

170, Mar. 2020, Art. no. 105220. 

 

http://www.ijritcc.org/
https://doi.org/10.1007/978-981-19-4687-5_35
https://doi.org/10.1007/978-981-19-4687-5_35

