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Abstract— The human evaluation of essays has become a very time-consuming process as the number of schools and universities has grown. 

The available software entities are unable to assess the sentiment associated with essays. Thus, we propose a model using Natural Language 

Processing to assess the essay based on both grammar and sentiment associated with the essay by using linear regression and ULMFiT 

(Universal Language Model Fine-tuning for Text Classification) models.  Evaluation of essay is done in two parts. Part one is on essay grading 

with respect to grammar with maximum 12 and minimum 0 grade points and in part two score of 0/1 for sentiment analysis with 0 being 

negative and 1 being positive. The model can be used to score the essay and discard any essay with a score less than a specified value or 

specified sentiment score. 

 

Keywords- Linear regression, ULMFiT, essay scoring, sentiment analysis, Transfer Learning, Fastai, RNN, SLR  

 

I. INTRODUCTION 

Artificial Intelligence (AI) and Natural Language Processing 

(NLP) are commonly used method in text analytics. NLP 

allows machines to decompose and interpret human language.  

NLP interpretation process helps in evaluation of essays which 

is extremely time and labour consuming.  Existing automated 

evaluation open-source software tools fall short on many 

aspects such as time consuming, not very accurate. Students 

have to undergo several examinations to prove his/her 

intellectual ability in today's generation, and one of them is 

essay writing. Most of the existing essay evaluation tools don’t 

consider sentiment analysis while evaluating the essay and 

they also don’t take all content related features of essays, like 

nouns, adjectives, adverbs, punctuations, spelling errors, etc. 

Objective of our proposed model is to integrate both grammar 

and sentiment analysis together using linear regression and 

ULMFiT respectively. Features extracted for linear regression 

will be number of characters, words, sentences, average word 

length, lemmas, misspelled words and POS tagging (nouns, 

verbs, adjectives, and adverbs).  Numerical Features extracted 

to indicate the language fluency and dexterity. Essays were 

tokenized and split using python utilities. The individual 

tokens were then used to compute word count, sentence count, 

character count and average word length.  

The sentiment score will be derived using a classification 

model trained using ULMFiT, a popular and accurate transfer 

learning approach for sentiment analysis.  We have taken an 

essay dataset from the Hewlett foundation which has a total of 

12979 essays, each of an average length of 150 to 550 words 

per response. The responses in this dataset are written by 

students ranging from grade 7 to grade 10. The dataset 

contains:  
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● essay_id- A unique identifier for each individual student 

essay. 

● essay_set- An identifier for each set of essays. 

● essay- The ASCII text of a student’s response. 

● rater1_domain- Rater 1’s domain score. Here, rater1 is a 

human who rates the essay. Every essay has this score. 

● rater2_domain- Rater 2’s domain score. Here, rater2 is a 

human who rates the essay. Every essay has this score. 

● domain_score- Resolved score between the rater1 and 

rater2. Every essay has this score. 

The rest of this paper is organized as follows: Section 2 

describes related work. In Section 3 proposed architecture its 

implementation is discussed; results are discussed in section 4. 

Finally, we conclude our paper in Section 5. 

 

II. Related Work 

A universal Language Model Fine-tuning (ULMFiT), an 

effective transfer learning method that can be applied to any 

task in NLP and introduce techniques that are key for fine-

tuning a language model [1]. Automatic essay classification 

system is created using a data set with 13000 essays [2].  

Features like num of words, num of characters, num of 

sentences, average word length, lemma count, parts of speech 

count, and spell error count are used to build a model.   

Manually annotated dataset for automated essay grading is 

done in [3]. The annotation was done for different attributes 

like content, organization, style, etc of the essays. Opinion 

mining on a particular product is done in [4]. Authors have 

done three level of analysis namely Document Level analysis, 

Sentence Level analysis, and Entity and Aspect Level analysis. 

Fundamental concepts and approaches to automatic text 

summarization is presented in [5]. Authors have proposed 

various methods of abstractive text summarization like a 

recurrent neural network, long short-term memory network, 

encoder-decoder model, and pointer generator mechanism. 

Trial and error were finished utilizing Google Collaboratory 

[6]. Various AI models are used to choose for best sentences 

for the synopsis.   Comparison of LSI and LDA for full-text 

articles and their corresponding abstracts are presented in [7]. 

Authors also presented the comparison with and without 

lemmatization in three different areas like computer and 

information’s science and the application. A framework is 

proposed [8] for removing formal semantic information from 

unstructured text utilizing an installed CNL. Sentimental 

Analysis is done on the pre-processed text reviews [9], 

following a sequence-to-sequence encoderdecoder with an 

attention layer is used for summarization method, preserving 

the semantics of the reviews. Various algorithms and methods 

are used to build text summarization tools [10] and these 

methods, in individual and together give different types of 

summaries. Their accuracy score can be compared to find the 

better and more concise summaries. AI approach is presented 

for text mining [11]. Estimating the comparability between, 

sentences, words, records and sections is a significant part 

indifferent assignments like text outline, data recovery, 

programmed paper scoring, record grouping, and machine 

interpretation and word-sense disambiguation. 

 

Proposed architecture is represented in the form of a flowchart 

as shown in Fig. 1. The architecture uses a dataset consisting 

of the essays from kaggle (Hewlett foundation dataset). This 

data set contains eight essay sets each essay range from a 

median length of 150 to 550 words.  Next feature extraction is 

done by anonymization all personal information such as name, 

address; organizations etc and essays are tokenized. During 

this process spelling errors is calculated using the pythons 

Enchant library. Regular Expression (RegEx) is used to 

specify the rules/set of rules for the number of possible strings 

that we can match and get a range of specific strings. Count of 

characters, words, sentences, avg word length, and lemmas are 

obtained using regular expressions. 

 

III. Proposed architecture and implementation 

 
Fig. 1: Architecture 

The linear regression model is trained by dividing the dataset 

into two segments of 70% and 30% respectively and using the 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 1 

DOI: https://doi.org/10.17762/ijritcc.v11i1.5983 

Article Received: 05 November 2022 Revised: 18 December 2022 Accepted: 25 December 2022 

____________________________________________________________________________________________________________________ 

 

22 

IJRITCC | January 2023, Available @ http://www.ijritcc.org 

first segment of the dataset for training the model. The 

“train_test_split” is used to split the essay set into two 

partitions which each consist of 70% and 30% of all the essays 

in the dataset respectively. The extracted features along with 

the domain score from each essay will be passed as parameters 

to the linear regression model in order to conduct supervised 

learning in order to train the model to predict the score of a 

new essay which is not part of the dataset of essays.Fig.2 and 

Fig.3 shows tokenization and numerical feature extraction 

steps. 

 
Fig.2: Tokenization 

 
Fig.3: Numerical Features 

 

A regular expression is used to find or match a character or 

sequence of characters, using a specialized syntax as shown in 

Fig 2.Various parts-of-speech such as nouns, adjectives 

adverbs and verbs are good proxies to test vocabulary. Essays 

were tokenized into sentences before the tagging process. 

Before tagging, the essays are divided into a collection of 

words using tokenization. pos_tag() function which comes 

under NLTK library is used to compute and tag a tokenized 

sentence, i.e a special tag is added to the front of the tokenized 

word. Then we can obtain the count of Noun, Adjective, Verb 

and Adverb. This tagging process is done by adding N to 

noun, J to adjective, V to verb, R to adverb etc. In this way 

parts of speech tagging and counting the parts of speech is 

done. Fig.4 shows snap shot the process. 

 
Fig. 4: Parts of Speech 

 
Fig. 5: Spell Check 

 

Snap shot for spell check is as shown in Fig.5. We have used 

Enchant from python library for spell check. Punctuation is a 

good indicator of a well structured and organized essay. 

Lemma count is a good indicator of lexicography and 

semanticity. Lemma words are nothing but the base form of a 

given word. A clean essay is first obtained from the given 

input essay with the help of regex. Clean essays are further 

tokenized to collection of words. Each word is then tagged 

with the help of pos_tag. Tagged words are then stripped down 

to their base word form. Then lemma_append() and 

lemmatize() functions are used to make a count of lemma 

words.Fig. 6: shows the code snippet for Lemma Count. 

ULMFiT is used to develop a model for the sentiment score. 

For the purpose of training our model we choose the Wikitext 

103 [12]. Wikitext 103 is a dataset contains more than hundred 
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million tokens that are featured on Wikipedia in the Good and 

Featured articles. The dataset is divided into three a). Training 

set: contains 28,475 articles, 103 million tokens and has 

vocabulary strength of 267,735 words b) Validation set:  

contains 60 articles and 217,646 tokens c) Test set:  comprises 

of almost the same attributes as the validation set. To fine-tune 

our language model, we have changed weights accordingly to 

get fine-tuned to our target dataset.  

 

Fig. 6: Lemma Count 

 

ULMFiT is used to develop a model for the sentiment score. 

To train our model we choose Wikitext 103 dataset. Training 

set contains 28,475 articles, 103 million tokens and 267,735 

words. Validation set contains 60 articles and 217,646 tokens. 

We used a language model called fastai to train Wikitext 103 

dataset. In our work, we employed a standard neural network 

model [13] with a dropout rate of 0.3. Fastai has a function 

called learn_lm.rec order. plot that plots a graph between loss 

and learning rate (Fig. 7). The next step is to develop a 

classifier or the sentiment analyzer using fine-tuned language 

model. The purpose of this is to predict the next word of a 

sentence. However, we do not need this. Thus, we replace the 

last layer of the language model with the sentiment classifier. 

To do so we have used RNN encoder and decoder. The 

encoder reads an input sequence and outputs a single vector, 

and the decoder takes the vector and produces an output 

sequence. 

 

 
Fig. 7:  Loss and Learning Rate 

 

Using the slanted triangular learning rates (STLR), we trained 

the RNN over 4 epochs. The details of the epochs are as 

follows- 1.  

Epoch 1: Here, we froze the entire model except last layer. In 

our case, the last layer group is the sentiment analyzer. This is 

done to make sure the well-trained weights are not modified, 

which are the crucial part of transfer learning. The learning 

rate used here is e-2 and accuracy achieved at this stage was 

74.58%. 

Epoch 2: Here, we froze the entire model up to the second last 

layer group. The learning rate used here was a function slice 

(1e-03/(2.64), 1e-03). This basically implies that the starting 

learning rate is 1e-03/(2.64), while the stop rate is 1e-03. 

Basically, we are passing a list of learning rates which will 

then get applied to all the different layer groups. Accuracy 

achieved at this stage was 80.38%. 

Epoch 3: Here, we froze the entire model up to the third last 

layer group. The learning rate used here was a function slice 

(5e-03/ (2.64), 5e-03). Accuracy achieved at this stage was 

81.99%. 

Epoch 4: Here, we unfroze the entire model and trained it as a 

whole. The learning rate used here was a function slice (5e-03/ 

(2.64), 1e-03). We achieved the maximum accuracy, 82.32% as 

shown in Fig. 8. 

 

IV. RESULTS 

Submissions are scored by passing the entries on to the linear 

regression model that we have trained, which will in turn give 

a specific score for the essay based on the features such as no. 

of nouns, no. of verbs, no. of adjectives, no. of adverbs, no. of 

spelling errors, no. of characters, no. of words, average word 

length and no. of lemmas extracted from it, i.e. 12 being the 

highest and 0 being the lowest for the current essay list from 
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the dataset. Using our trained sentiment analyzer that has been 

trained using our labeled dataset, we provide the sentiment of 

the whole essay based on the average of all the essay sentences 

and their respective sentiments, i.e. either 1 for positive 

sentiment or 0 for negative sentiment. The accuracy of the 

sentiment analysis model was achieved after the 4th epoch, 

and was 82.32%. Our model can be trained on a dataset of 

college essays that have been accumulated over time to give 

the score to new essays which are part of university 

applications. 

 

Fig. 8: final accuracy 

 

To get better results, we made use of the concept of 

granularity and divided the essays into their composite 

sentences. To predict the sentiment of the essays, the essay 

sentences were passed through the model, and the sentiment 

was obtained.Fig.9 shows the sentiments of essay sentences 

from the dataset. 

 
Fig. 9: sentiments of essay sentences 

 

As we can see above, the sentiments are represented as 

follows- 1. Positive labels are represented by 1 2. Negative 

labels are represented by 0 Upon obtaining the sentiments, the 

average of the sentiments for each of the essay sentences of 

every essay was calculated. The averages were a number 

between 0 and 1.Fig.9 shows the average sentiments of essay 

sentences. 

 

 
Fig. 10: average Sentiments of essays 

 

The final essay sentiment was then calculated based on the 

concept of rounding- any average equal to or above the 

number 0.5 resulted in a sentiment of 1 or positive, while any 

average below 0.5 resulted in sentiment of 0 or negative. Fig. 

11 shows the final sentiments of essays. 

 

 
Fig.11. final sentiments of essays 

 

V. CONCLUSION 

Essay evaluation is becoming increasingly time consuming 

and labour intensive. Thus, we proposed a Natural Language 

Processing to assess the essay based on both grammar and 

sentiment associated with it by using linear regression and 
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ULMFiT models. The data set used in our work contains eight 

essay sets each essay range from a median length of 150 to 

550 words. Feature extraction is done by anonymization 

process. During this process spelling errors is calculated using 

the pythons Enchant library. Regular Expression (RegEx) is 

used to specify the rules/set of rules for the number of possible 

strings that we can match and get a range of specific strings. 

Count of characters, words, sentences, avg word length, and 

lemmas are obtained using regular expressions. Finally, the 

sentiment score will be derived using a classification model 

trained using ULMFiT. 
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