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Abstract:   

Major text summarization research is mainly focusing on summarizing short documents and very few works is witnessed for long document 

summarization. Additionally, extractive summarization is more addressed as compared with abstractive summarization. Abstractive 

summarization, unlike extractive summarization, does not only copy essential words from the original text but requires paraphrasing to get close 

to human generated summary. The machine learning, deep learning models are adapted to contemporary pre-trained models like transformers. 

Transformer based Language models gaining a lot of attention because of self-supervised training while fine-tuning for Natural Language 

Processing (NLP) downstream task like text summarization.  The proposed work is an attempt to investigate the use of transformers for 

abstraction. The proposed work is tested for book especially as a long document for evaluating the performance of the model.  

Keywords: Summarization, Abstractive, Extractive, Transformers. 

 

I. Introduction: 

The digitalization era led to abundant information 

majorly available in unstructured way. Though it’s difficult 

and time consuming to get relevant and necessary 

information but simultaneously provides an opportunity to 

get insight for handling the challenges of information 

retrieval. Summarization is one of the critical and important 

task as it is a technique for condensing a lengthy source text 

into a brief summary that captures the main points and these 

summaries not only saves the time but also considered for  

knowing the relevance and need . 

  Extractive and abstractive techniques are the two 

most prominent paradigms in document summarization [1]. 

Extractive procedures build summaries by extracting 

elements of the original content (generally sentences) 

whereas abstractive summarizers get its name from the fact 

that they don't employ sentences from the original text 

passage to construct the summary. Instead, they create a 

paraphrase of the provided text's major points, using a 

vocabulary set that differs from the original. Abstractive 

methods are challenging as it produce new words or phrases 

that are not in the original material [2]. The efforts were 

made in developing various machine learning and deep 

learning models. Deep learning models found to be more 

efficient for abstractive summarization [3]. Nowadays, 

transformer based architecture is stepping forward for 

developing efficient text summarization techniques [4-5]. 

The development of transformer and its subsequent 

enhancements progressed to models like Bidirectional 

Encoder Representation from Transformers (BERT) which 

ultimately proving to be a better solution for Natural 

Language Processing (NLP) models [6]. 

 This paper presents abstractive text summarization 

technique using BERT for book summarization.  The paper 

is organized as follows: Section 2 describes related work for 

abstractive summarization. Section 3 describes BERT 

architecture .Section 4 describes BERT models. Section 5 

elaborates BERT implementation and evaluation metric for 

book summarization. Section 6 concludes the paper. 

 

Related Work: 

This section is focusing on early work on 

abstraction as well as on-going development in this domain. 

Andhale and Bewoor[7] reviewed various approaches to 

deal with text summarization. Recently Deep Learning 

gained popularity for handling abstractive summarization 

challenges [3]. In spite the fact of usefulness of deep 

learning models like Recurrent Neural Network (RNN), 

Long Short Term Memory (LSTM) for Natural Language 

Processing (NLP) tasks still has the limitation of vanishing 
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gradient and slower training.  Nowadays Transformer based 

architecture is providing a strong insight for NLP 

downstream tasks [4-5]. This section is providing major 

contribution by transformers for text summarization. 

 During the last two decades, automatic extraction 

text summary on lectures has shown to be a useful method 

for extracting essential words and sentences that best reflect 

the content. Many existing procedures, on the other hand, 

use obsolete methodologies, resulting in mediocre outputs or 

requiring hours of human tweaking to get meaningful 

results. New machine learning architectures have recently 

presented strategies for extractive summarization by 

clustering of deep learning model output embedding. The 

proposed work used the "lecture summarising service," a 

RESTful Python service that employed the BERT model for 

text embedding and K-Means clustering to find phrases 

closest to the centroid for summary selection. The purpose 

of the service was to provide students with a tool that would 

allow them to summarise course content in any number of 

phrases they desired. In addition to summary work, the 

service offered lecture and summary management, as well as 

information storage in the cloud. While the results of 

employing BERT for extractive text summarization were 

promising [8]. 

 Liu and Lapata[9 8] applied BERT for 

summarizing text and proposed a common framework for 

extractive and abstractive models. A novel document-level 

encoder based on BERT was introduced for providing the 

semantics of a document and in order to get representations 

for the sentences. Several inter-sentence transformer layers 

were stacked on top of the encoder for building the 

extractive model. The fine tuning schedule was proposed for 

abstractive summarization for performance improvement. In 

order to evaluate performance of transformers for language 

generation, Zhang et al.[12] proposed BERT based  natural 

language generation model. The pre-trained language model 

of encoder and decoder was used for training the model. The 

word from the summary was generated by considering 

context from both sides. The attempt was made for use of 

BERT for extraction first and eventually use extracted text 

for abstraction. Recently, Ma et al.[10] proposed T-

BERTSum model which wais a blend of topic aware 

extractive and abstractive summarization model . The model 

simultaneously was providing inference from topics and 

later producing summarization from social texts. The model 

was primarily focusing on long-term dependencies which 

was trained through the transformer network .The use of 

Long Term short-term memory (LSTM) network layers on 

the top of the extractive model were filtering the effective 

information for building abstractive model. The use of 

BERT was tested for different languages other than English. 

Elmadani et.al[11] applied multilingual BERT for 

summarizing Arabic text. This was first attempt for using 

BERT other than English language. 

Iwasaki et al.[13] developed algorithm in Japanese 

using a neural network  for abstractive text summarization. 

The feature-based input vector of sentences was gained by 

encoder with the use of BERT. The summary sentence was 

the output from the transformer-based decoder  

Here, we are using BERT for abstractive document 

summarization. BERT stands for Bidirectional Encoder 

Representations from Transformers. BERT is a specific, 

large transformer-masked language model that has the 

capacity to learn specific tasks when it comes to language 

and it can do so because it has the understanding of how 

words relate to each other for which, it can perform various 

tasks when it is fine-tuned. The model is trained in two 

separate chunks which are pre-training and fine-tuning 

respectively for performing various tasks. 

 

II. Comparison of GPT-Neo and BERT for long text 

summaries 

Humans continuously require benchmarks to determine 

which one performs better in various systems to construct 

general-purpose AI systems that can cope with uncertainty 

across new areas. In almost every NLP challenge, pre-

trained language models based on transformers have done 

well. These models provide essential baseline knowledge for 

assembly processing, eliminating the requirement for 

subsequent models to be trained from the bottom up. GPT-

Neo and BERT are two neural network and deep learning-

based approaches for building language models. These are 

relatively new in the domain of natural language processing, 

yet they outperform practically every other concept. In this 

experiment, we compare the two conceptual strategies to 

evaluate which one is better for text summary. 

 

2.1 BERT (Bidirectional Encoder Representations from 

Transformers) 

BERT is a pre-train deep bidirectional representation of 

unlabelled text trained in left and right context in all layers. 

Further, the model is fine-tuned merely with output layer to 

provide cutting-edge models without bearing major task 

specific architectural changes for a varied tasks like question 

answering or language inference [14]. BERT may be trained 

for representation learning in an unsupervised manner, and 

then fine-tuned in a supervised manner  on the so-called 

downstream tasks [4]. There are pre-trained versions of 

BERT that may be fine-tuned and utilized to solve unique 

supervised learning assignment. With this TensorFlow 

lesson, users may use a pre-trained BERT model. And, the 

original transformation was not intended to be a language 
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model, but rather to solve sequence transduction problems 

simply using attention rather than recurrent connections. The 

original transformer had both an encoder and a decoder, 

whereas BERT only has an encoder. Because it employs an 

encoder that is quite close to the transformer's original 

encoder, BERT is a transformer-based model. 

 

2.2 GPT-Neo (Generative Pre-Trained Transformers) 

GPT-Neo is a set of codebases for training big language 

models that is being released as open source. GPT-neo is 

mostly used to create blog articles and music. The sizes of 

the models are being used to refer to them. GPT-Neo 1.3B is 

a transformer model based on EleutherAI's GPT-3 

architectural replication. EleutherAI is an open-source 

community artificial intelligence project with the goal of 

creating a fully distributed singleton AI with its own 

decentralized civilization. GPT-Neo denotes the kind of 

model, whereas 1.3B is the number of parameters in this 

pre-trained model. EleutherAI created a large-scale curated 

dataset that was used to train GPT-Neo 1.3B.This model 

was trained for 380 billion tokens across 362,000 steps on 

the Pile. It was trained using cross-entropy loss as a masked 

autoregressive language model. The model learns an inner 

representation of the English language in this manner, which 

it may then use to extract characteristics helpful for 

downstream applications. However, the model excels at 

what it was trained for: creating sentences given a prompt. 

 As the main intuition for the proposed work was to 

generate abstractive text for lengthy document the input 

considered was a book. The general flow followed for the 

models were: 

 

 
Fig 1: General Flow for GPT-Neo and BERT 

 

III. Methodology 

The model takes a Portable Document Format (PDF) file as 

an input. The text cleaning and removal of stop-words was 

done and the cleaned text was then passed to the 

Transformer model for summarization. Additionally text 

wrapping was also considered because it helps in preserving 

new lines, spaces and tabs. It is also used to prevent 

horizontal scrolling. The step found to be essential as it is 

wrapping the output to avoid any horizontal scroll bars. 

As the main objective of the proposed work is to 

build a model which can generate summaries for long text 

we have inputted book titled “Rich Dad Poor Dad” by 

Robert T Kiyosaki which contains 9 Chapters across 234 

Pages having a total word count of 55,000 words. The input 

was given to two models viz. GPT-Neo and BERT. 

Transformers provide APIs that make it simple to download 

and train cutting-edge pre-trained models. The models may 

be applied to a variety of tasks, including text 

categorization, summarization, and text production. Here we 

are using the hugging face transformers library. We are 

installing the transformers along with sentencepiece as some 

of the tokenizers need sentencepiece. SentencePiece is a 

Neural Text Processing sub word tokenizer and de-tokenizer 

that consider the input as a raw input stream, along with 

including the space in the set of characters to use. 

 

3.1 GPT-Neo 

The general flow as depicted in Fig.1 is followed for 

GPT_Neo.  

 
Fig.2 : GPT_Neo model 

The transformer’s library after successful installation 

pipelines was installed. The text file was given as input to 

GPT_Neo for summary generation.However, it 

demonstrates that GPT-Neo is unable to provide 

summarization. It conveys the following message: “The 

model 'GPTNeoForCausalLM' is not supported for 

summarization”. GPT-Neo was essentially trained as an 

autoregressive language model. This means that its main job 
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is to anticipate the next character from a string of text. As a 

result, it is ideal for text generation but not for 

summarization. This was proven when we attempted to 

generate the text for the book Rich Dad Poor Dad.  

 

Fig.3 : Text Generation by GPT_Neo model 

 

After installing the pipelines, GPT_Neo was directed to 

generate the text to check the relevance for generating the 

abstract. However following text presented in Fig.4 was 

generated by the model: 

 

 
Fig.4 : Abstract generated by GPT_Neo model 

 

The output generated by the model was not relevant to the 

abstract expected and hence it has been decided not to use 

this model for abstraction. 

3.2 BERT 

The general flow as depicted in Fig. 5 is followed for BERT 

model.  

 
Fig.5 : Process Flow by BERT model 

 

BERT consists of two steps: Pre-training and Fine-tuning. 

Unlabeled data is used to train the model for various tasks, 

during the pre-training stage. The BERT model is fine-tuned 

on  labeled data from downstream tasks after it has been 

initialized with the pre-trained parameters. 

The process begins with the same steps shown in Fig. 1. 

Sentencepiece Tokenization is a sub word tokenization 

algorithm used by BERT which was installed along with the 

transformers. SentencePiece is a Neural Text Processing sub 

word tokenizer and de-tokenizer that consider the input as a 

raw input stream, along with including the space in the set of 

characters to use. 

 AutoTokenizer and AutoModelForSeq2SeqLM from the 

transformers library were imported. AutoTokenizer creates a 

class of the relevant architecture when it is instantiated. 

When using the AutoTokenizer from pretrained() class 

function, a generic tokenizer will be instantiated as one of 

the library's tokenizer classes. Similarly, we will be 

initializing the model using AutoModelForSeq2SeqLM for 

fine tuning the model. 

Later, the number of tokens including the special tokens was 

set for the model. The file contents were split into sentences 

using Natural Language Toolkit (NLTK) library. Similarly, 

the maximum number of tokens present in the longest 

sentence of the file content was calculated and checked 

whether the number of tokens present in the longest 

sentence is below the limit of the maximum number of 

tokens supported by the model.  

For getting the final output we need to decode the output by 

skipping the special tokens. After running the model, 

following final summary of the text file was generated. 

http://www.ijritcc.org/
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Fig: 6 Abstract by BERT model 

IV. Results 

The performance of model is quantified with evaluation 

metric. Normally Precision, Recall, F1 score evaluation 

metric is used in NLP context [].These evaluation metric is 

quite simple for extractive summarization as simply the 

extracted text is checked against available text. However 

these measures are difficult while it is used in abstraction. 

The book abstraction was very less attempted so for 

comparing the results there was no classical result available. 

Additionally, as abstract focuses on paraphrasing the output 

always differs. The proposed work is finding abstract for a 

book, the benchmark for comparison was considered as 

preface of the book as it provides gist of entire book. The 

findings for the work is described below.   

We can't determine the accuracy, recall, or F1 score 

since GPT-Neo doesn't provide the summary. Indeed, we are 

grateful to OpenAI for GPT-Neo, which is a great 

alternative for text generation. However, because BERT 

provided the summary (abstract), we evaluated F1 score, 

recall and compared the findings to the real data set 

presented in the preface. 

 

Data: 

• Number of words that overlap between the “ 

Preface of Rich Dad Poor Dad” book and the 

“summary generated by the system”: 2449 

• In the preface, total number of words is presented 

as a summary of the book: 5775 

• The total amount of words is generated by the 

system when the summary is performed using the 

BERT model: 4165 

 

• Recall = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝 𝑤𝑜𝑟𝑑𝑠

𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑠𝑢𝑚𝑚𝑎𝑟𝑦
        

(I) 

            = 
2449

5775
 

            = 0.424 

• Precision =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝 𝑤𝑜𝑟𝑑𝑠

𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚
       

(II) 

            =
2449

4165
 

                 = 0.588 

• F-Measure =
𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

2
                                 (III)                    

             =
0.424+0.588

2
 

                    = 0.506 

 

The results obtained above clearly indicate that almost 50% 

system generated abstract overlap with the preface. The 

model needs to be improvised by providing a rich 

vocabulary in order to improve the text generation to cope 

with human cognitive level. The results are found to be 

promising but the results are not compared as no prior work 

found for this application. 

         

V. Conclusion  

GPT-Neo and BERT are two approaches for building 

language models based on machine learning and deep 

learning. They are both relatively new ideas in natural 

language processing. We examine the two conceptual 

processes in this experiment to see whether one is superior 

for lengthy text summarization. We discovered that when it 

comes to the issue of summarization for large file content, 

BERT is the best and most beneficial model after examining 

both GPT-Neo and BERT models. Finally, based on the 

results it is concluded that BERT condenses a large amount 
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of data into a brief summary by providing the best wording 

possible. 
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