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Abstract— In Digital India, the Internet plays a crucial role in communication. The English language is widely used for such a process. 

The Internet has no language barrier. India is a multi-lingual country with boundless linguistic and social diversities. The most trending pattern 

observed in India is people intend to post their views, thoughts, feedback, and comments in their mother tongue over social media and blogs. 

Views posted by people is important for organization belonging to any category small, medium and large enterprises to improve their product 

or service. This data is hastily accumulated every day which should be necessary to identify and process. In terms of processing little work has 

been done for Indian languages where traditional approaches were used which are far away from the context of the text. In this research to 

perform sentiment analysis supervised algorithms that is Multinomial Naïve Bayes is implemented on the Marathi dataset. Along with this deep 

learning, Natural Language Processing approach Bidirectional Encoder Representations from Transformers (BERT) is utilized and fine-tuned 

for the specific work to evaluate more accuracy and State-of-the-Art results. 
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1. INTRODUCTION: 

India is a country with great linguistics and huge diversity 

which makes India a multilingual country. There are 456 

languages spoken in India and 22 official [5] languages which 

makes it the richest language pool in the World.  Marathi is 

an Indo-European language that is prominently spoken in 

Maharashtra. Marathi is the official language of the state of 

Maharashtra. But little work has been done in terms of 

processing, analyzing, and generating results as compared to 

the English language.  

The main reason is corpus, embedding models, and 

pretrained models, libraries are not previously available. As a 

result, finding state-of-the-art results is difficult and the 

Marathi data which is available in huge quantities remains 

unprocessed and not utilized for any research purpose. For 

processing unstructured data which people are posting over 

the Internet in terms of their words, thoughts and views Such 

data needs to get processed to retrieve meaningfulness.  

Natural Language Processing is a subfield of artificial 

intelligence (NLP)[2]. With NLP machine understands 

unstructured data and retrieve meaningful information from 

it. NLP methods are treasured for sentiment analysis. NLP is 

also known as computational linguistics.  

Data collected for this research purpose is extracted from 

India’s Maharashtrian cookery show ‘Madhurasrecipe’ and 

‘Ashwini's Kitchen Recipes’ which never had traveled before 

in any research paper.  For performing this task machine 

learning and deep learning approaches are used. State-of-the-

art sentiments are generated from this data by categorizing 

text into three sentiments namely positive, negative, mixed 

positive-negative and neutral sentiments. Before the 

application of algorithms, Marathi Text is preprocessed and 

after this phase, the text is given as input to the multinomial 

Naïve Bayes algorithm. 

2. PREVIOUS WORK: 

Machine Learning[3] Supervised algorithms are used in 

many research papers to perform sentiment analysis and text 

classification of Indian languages. Deep Learning is also 

explored in some of the research papers. 

Muhammad Abbas, et al. (2019) have proposed a 

Multinomial Naïve Bayes(MNB) classifier to detect 

sentiment analysis of movie reviews. The major focus is 

given on the number of occurrences of each word irrespective 

of word order which helps in identifying sentiments. TF-IDF 

method has been used in the research. Authors achieve a 
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significant result with MNB as compared to Naïve Bayes 

Classifier[1]. 

Sujata Deshmukh, et al. (2017) proposed a system for 

identifying hidden sentiments from Marathi language text. In 

the research corpus-based approach has been proposed. 

Marathi up-to-date corpus is formulated with the individual 

polarity of words similar to WordNet which is considered an 

English Corpus. Further, an algorithm is created to find the 

cumulative polarity of the text and to identify sentiments such 

as positive, negative, and neutral[10]. 

Snehal Pawar, et al. (2017) performs sentiment analysis 

using a Lexicon-based technique that is text containing 

positive and negative words previously defined. The 

algorithms applied are the SVM algorithm, Naïve Bayes, and 

Maximum Entropy Classifier. The author concludes that 

SVM gives better accuracy as compared to the other two 

algorithms[4]. 

Mohammed Ansari, et al. (2016) explore a simple 

approach, to finding sentiments from a mixed script written 

in English but the text is transliterated into Hindi and Marathi 

words(Hindi and Marathi words are written with the help of 

English characters). A language identification algorithm has 

been developed. To predict the sentiment after processing raw 

input using Natural Language Processing techniques, SVM 

and Random Forests classifier is implemented on the dataset. 

The author concludes that accuracy reaches 95% [6]. 

Mazhar Ali, el at. (2017) develops an SVM and K-model 

and implemented them on the dataset to perform sentiment 

analysis on Sindhi Text. Corpus is normalized and analyzed 

using Document Term Matrix(DTM) and Term Frequency-

Inverse Document Frequency (TF-IDF). Text Structurization 

of Sindhi text constructed based on five questions using five 

Ws Who, What, Where, Why, and When. Further sentiment 

analysis is performed using Sindhi lexicons with Part of 

Speech tagging. Researchers stated that the Precision, Recall, 

F-score, and accuracy of the supervised model has given good 

results on the  Sindhi corpus dataset[5]. 

Sonali Shah, el at. (2020) performed sentiment analysis 

on mixed text Marathi + English(Marglish) using parametric 

and non-parametric models. Logistic Regression (LR), 

Decision Tree (DCT), Bernoulli Naïve Bayes (BNB), 

Multilayer perceptron (MLP), etc. Out of the algorithms 

applied MLP and Bernoulli Naïve Bayes (BNB) give the best 

result according to the Authors. The results are confirmed 

with 10-fold cross-validation and statistical testing[9]. 

Atharva Kulkarni, el at. (2021) Marathi Sentiment 

Analysis Dataset L3CubeMahaSent which was made publicly 

available for researchers in the same domain. Tweets 

extracted consist of positive, negative, and neutral classes. 

Baseline classification is presented using deep learning 

techniques CNN, LSTM, ULMFiT, and BERT¬based deep 

learning models. The authors further reported that the best 

accuracy is constructed with CNN and IndicBERT with Indic 

fastText word embeddings[12]. 

 

3. CORPUS COLLECTION AND PROCESSING: 

Data is collected from the Indian Marathi recipe youtube 

channel by extracting tweets using Beautiful Soup (BS4) 

which is a python data extraction library. Data collection 

consists of 9000 tweets out of which extracted features are 12 

in number. Some English words which were used in tweets 

are transliterated to Marathi and then word embeddings have 

been figured out.   

Initially, data is processed for Supervised learning by 

removing special characters, emoticons, numbers, etc. And 

generating word embeddings using iNLTK. This library is 

used for processing Marathi text. Word vectors generated by 

this process are given as the input to algorithms such as 

Multinomial Naïve Bayes. To create a classifier model using 

BERT, Unstructured text directly give as the input without 

processing it.  

 

4. SYSTEM CONSTRUCTION 

Supervised algorithm Naïve Bayes [3] is used in many 

research papers which perform binary classification either 0 

or 1 that is Negative or positive. But in this research, some 

data values are mixed i.e., positive, and negative so it is 

required to calculate results based on such data. So 

Supervised Multinomial Naïve Bayes algorithm which 

considers feature vectors of the text is applied to the extracted 

data set.    

BERT, which stands for Bidirectional Encoder 

Representations from Transformers comes under the 

unsupervised language representation model [12]. In this 

research four, BERT multilingual models are used to 

specially process Indian Languages such as Marathi. These 

Pretrained models are fine-tuned on the dataset to retrieve 

state-of-the-art results. The reason for fine-tuning is, 

Pretrained models are trained on specific data such as 

Wikipedia text. Using it directly for research-specific 

purposes may not give the accurate or required result. So fine-

tuning the models gives better results in terms of accuracy. 

This research paper presents supervised algorithms 

namely the Multinomial Naïve Bayes model and 

unsupervised techniques namely Bidirectional Encoder 

Representations from Transformers (BERT) models such as 

XLM-roberta-base, bert-base-multilingual-cased, distilbert-

base-multilingual-cased and bert-base-multilingual-uncase. 

Multilingual models are used for sentiment analysis of Indian 

Marathi recipes collected data set. Pretrained BERT models 
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mentioned above are fine tuned to generate State of the Art 

results. 

Figure 1: Sentiment Analysis using Modified Multinomial 

Naïve Bayes algorithm 

 

Fig 2: Sentiment Analysis using Fine-tuning BERT models 

 

To perform sentiment analysis using a supervised 

multinomial Naïve Bayes classifier as mentioned in figure 1, 

unstructured data cannot directly provide to machine learning 

algorithms. Data in terms of text needed to be pre-processed 

first. 

Pre-processing techniques executed on Marathi text are: 

 

4.1. UNSTRUCTURED DATA -MARATHI TEXT: 

Data is collected from the YouTube cookery channel 

which is an Indian YouTube channel specifically views 

posted by Maharashtrian people. This text consists of plain 

text, some English words, and some emoticons. Emoticons 

are removed from the text. Finding sentiments from 

Emoticons is the future scope of this research. 

 

4.2.  PRE-PROCESSING PHASE: 

For supervised learning original raw text cannot be 

directly Provided to the machine, it needs pre-processing. 

Initially, raw text is processed to remove special characters 

and numbers like !,#,$,%,^,&,*,(,),;,:,’,”,.,/,?, etc., and 

numbers also which do not contribute any meaning to the 

sentence. Pre-processing is performed to make the text ready 

for Tokenization. 

4.3. TOKENIZATION 

Marathi Text is tokenized using the tokenizer Natural 

Language Processing Toolkit(nltk). Tokenizer will generate 

every sentence into a smaller unit of text. Tokens can be 

words, phrases, and n-grams that are extracted from the 

sentence. Execution for the sentence  

data = "खरंच ताई तुम्ही लाजवाब आहे मस्त कस काय सुचतं नवीन नवीन 

पदार्थ बनवायला. "   

tokens will be 

 
Fig.3: Generating Tokens from Text 

 

After tokenization stop words such ‘‘या’, ‘आणि’, ‘व’, ‘यानी’, 

‘हे’, ‘तर’, ‘ते’, ‘काही’, ‘अशी’, ‘असलेल्या’ etc., are removed from the 

text. These stop words do not add any meaning to the text. 

 

4.4. NORMALIZATION 

After the stop words removal process, a stemming 

algorithm is not readily available and the Marathi stemmer 

algorithm model is created to remove suffix and prefix words 

that create noise and affects the expected result. This process 

is used to find the root word by which context meaning is 

generated.  

Example sentence= “तुम्ही सांणितलेली शेिाव कचोरी खूपच छान झाली 

आणि पराठ्याची बनवण्याची सुद्धा कृती सांििे.”  

After stemming results are 

[‘ तुम्ही सांणितलेली शेिाव कचोरी खूप छान झाली आणि पराठा बनवणे 

सुद्धा कृती साांगा’] 

‘उपवासाचे’, ‘पराठ्याचे’ is normalized to root word [‘उपवास ‘, 

‘पराठा’] respectively. 

4.5. TF-IDF FEATURES EXTRACTION: 

Term Frequency — Inverse Document Frequency [4] is 

used for information retrieval or feature extraction. This 

process shows the importance of the word in a sentence.  

It is calculated by using: 

𝑇𝐹 =
𝑂𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 𝑜𝑓 𝑚𝑎𝑟𝑎𝑡ℎ𝑖 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑎 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒

𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑎 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
           (i) 

Example sentence= “तुम्ही सांणितलेली शेिाव कचोरी खूपच छान झाली 

.शेिाव कचोरी पराठ्याची बनवण्याची सुद्धा कृती सांििे.”  

The values are further smoothened using log: 

𝐼𝐷𝐹 = log (
𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠

𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑤𝑜𝑟𝑑 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑖𝑛 𝑒𝑎𝑐ℎ 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
)      (ii) 

 

Features extracted according to TF-IDF score are: [‘शेिाव’, 

‘कचोरी’]   

 

 

 

Unstructured 

Text(Marathi Data) 

Pre-processing 

  

Tokenization 

  

TF-IDF Score 

  

Normalization 

  

Stop Words 

Removal 

Word Embeddings 

  

Supervised 

Multinomial Naive 

Bayes Classifier 

Model 

  

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 10 Issue: 11 

DOI: https://doi.org/10.17762/ijritcc.v10i11.5782 

Article Received: 29 August 2022 Revised: 09 October 2022 Accepted: 23 October 2022  

___________________________________________________________________________________________________________________ 

 

74 

IJRITCC | November 2022, Available @ http://www.ijritcc.org 

4.6. WORD EMBEDDINGS: 

Word embeddings are used to represent every single word 

that is analysed during the process of sentiment analysis. For 

English word embedding models are easily available such as 

word2vec, fasttext word embeddings, Glove word 

embeddings. 

In this research, Natural Language Toolkit for Indic 

Languages (inltk) word embeddings are used and trained on 

Marathi Wikipedia text. 

Word embeddings for Marathi text = “"माझा शेिाव कचोरी 

बनवण्याचा खूप मोठा णबजनेस आहे." are 

 
Fig 4: Word Embeddings for Marathi Text 

 

5. ALGORITHMIC STRUCTURE 

The first approach is to perform Multinomial Naïve Bayes 

(MNB) we need previously tagged sentences which is a 

supervised learning method. Sentences are classified into 

positive, negative, neutral, and mixed Targets. 

Initially, sentence S is processed with Natural Language 

Processing techniques and converted into feature vector or 

embedding values E. Every feature ei is the count with ith term 

from S appeared or occurred in the corpus C, that has 

previously assigned to a tag T. 

To compute the target Tk of sentence S: 

Feature vectors are calculated from S denoted by Wembv. Each 

vector Wembvi.. 

The training dataset is previously tagged Tk using: 

Pr(𝑊𝑒𝑚𝑏𝑣 | 𝑇𝑘) =  
(∑ 𝑊𝑒𝑚𝑏𝑣𝑖𝑛

𝑖=1 )!

∑ 𝑊𝑒𝑚𝑏𝑣𝑖𝑛
𝑖=1

∗ ∏ 𝑝
𝑊𝑒𝑚𝑏𝑣𝑖

𝑘𝑖
𝑛
𝑖=1         (iii) 

It is required to find the probability of tags Tk. It is calculated 

by the multinomial log space model: 
𝑙𝑜𝑔𝑃𝑟(𝑇𝑘 | 𝑊𝑒𝑚𝑏𝑣) ∝ 𝑙𝑜𝑔𝑝(𝑇𝑘) +  ∑ 𝑊𝑒𝑚𝑏𝑣𝑖𝑛

𝑖=1 ∗ 𝑙𝑜𝑔𝑝(𝑊𝑒𝑚𝑏𝑣𝑖|𝑇𝑘)   (iv) 

From the above equation given the embedding vector Embvi 

of every word tag Tk is calculated. 

Multinomial Naïve Bayes algorithm for sentiment analysis: 

1. Sentence S is broken into to n terms using n grams which 

is unigram, bigram, or trigram. 

2. For every kth tag Tk where k=1 to n perform: 

3. Compute vector Wembvi for Wembv which is from tag 

Tk. 

4. Find out prior probability p(Tk) which occurred in a 

document from tag Tk. 

5. Calculate posterior probability Pr(Tk | Wembv) by 

adding prior Pr(Tk) to the sum of each term Wembvi, 

given Tk: 

Pr(𝑇𝑘| 𝑊𝑒𝑚𝑏𝑣) = 𝑙𝑜𝑔𝑝(𝑇𝑘) +  ∑ 𝑊𝑒𝑚𝑏𝑣𝑖𝑛
𝑖=1 ∗ 𝑙𝑜𝑔𝑝(𝑊𝑒𝑚𝑏𝑣𝑖|𝑇𝑘)        (iii) 

The Second approach is Bidirectional Encoder 

Representations from Transformers [3] which is used to build  

Marathi classification model. BERT is an unsupervised 

algorithm. It considers the left and right context of the 

sentence as BERT can read sentences in both directions. 

Pretrained BERT is used and just one add on layer is created 

to predict state of the art sentiment for the dataset created. A 

single word may change the meaning of the sentence which 

is required to identify with the help of context that BERT 

does. It is not a sequential model, self-attention mechanism. 

BERT considers the effect of other words on sentence. 

BERT multilingual base model [14] which can be used for 

Indian Languages such as Marathi such as XLM-roberta-

base, BERT multilingual base model (cased), distilbert-base-

multilingual-cased, bert-base-multilingual-uncased[15] are 

used in this research. Further these models are pretrained on 

Wikipedia text which consist of cleaned articles of Marathi 

language and other supported languages also are applied is 

fine tuned for sentiment analysis.   

BERT is a transformer model for natural language 

processing. BERT identifies embeddings by considering text 

in both direction that why the name Bi-directional is given. 

Fine tuning BERT for sentiment analysis of Marathi 

Language gives remarkable performance. It is an 

unsupervised leaning method which do not require tagging to 

the text. BERT is largely deep bidirectional process. It takes 

into account context meaning of the statement unlike 

word2vec and glove for embedding generation. Executed 

code is  

example Text=तुम्ही सांणितलेली शेिाव कचोरी छान झाली 

माझा मंुबईत शेिाव कचोरी बनवण्याचा खूप मोठा णबजनेस आहे. 

[array([-0.732861,  0.930898,  0.06159 , -0.305389, ...,  0.668552, -0.473136, -0.444182, -

0.317486], dtype=float32), array([ 0.79433 ,  0.432035,  0.261251,  0.089973, ..., -0.381715,  

0.070284, -0.177039,  0.256807], dtype=float32), array([-0.460383, -1.068219,  0.244518, -

0.229393, ...,  0.491053,  0.054434, -0.38986 , -0.024719], dtype=float32), array([ 0.939586, -

0.523766, -0.038508, -0.801881, ...,  0.908812, -0.053073,  0.760309, -0.3133  ], 

dtype=float32), array([ 0.651397,  0.705357, -0.496279, -0.157455, ..., -0.306383,  0.208805,  

0.143976, -0.596679], dtype=float32), array([ 1.3813  ,  0.770594, -0.694167,  0.094508, ...,  

0.359712, -0.138906,  0.138542,  0.58531 ], dtype=float32), array([ 0.804245,  0.744594,  

0.07197 , -0.453278, ..., -0.315779,  0.07168 ,  0.179312,  0.036809], dtype=float32), array([ 

0.66131 ,  0.113566, -0.189015,  0.237278, ..., -0.166633, -0.257219,  0.489197, -0.208763], 

dtype=float32), array([ 0.159414,  0.275834, -0.246158, -0.350682, ..., -0.409915, -0.29167 , 

-0.04238 , -0.364499], dtype=float32), array([ 0.521436, -0.313861, -0.042937,  0.152386, ..., 

-1.315673, -0.156603, -0.266248,  0.336599], dtype=float32), array([-0.169422, -0.039562, -

0.404804, -0.159102, ..., -0.387959, -0.044609, -0.028966,  0.157989], dtype=float32), array([ 

0.886413,  0.362037, -0.144303, -0.295601, ..., -0.441747,  0.031105, -1.259664,  0.220495], 

dtype=float32), array([-0.444713,  1.204554, -0.428673, -0.734121, ...,  0.986748,  0.151035, 

-1.096143, -0.123966], dtype=float32), array([-0.375358, -0.455526,  0.359641, -0.349043, ..., 

-0.771446, -0.039537, -1.1662  ,  0.092839], dtype=float32)] 

shape: (400,) 

14 
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Fig 5: Context Based word embeddings generated by BERT 

 

6. EXPERIMENTAL RESULTS: 

Individual sentence polarity is given in the table. 

 
Table 1: Sentence Polarity 

 

7. MODEL PERFORMANCE ON DATASET 

Supervised and Transformer Model 

Performance 

Multinomial Naïve Bayes 57.33 

BERT-XLM-roberta-base 65.44 

bert-base-multilingual-cased 66.77 

BERT-distilbert-base-multilingual-cased 66.89 

bert-base-multilingual-uncased 68.90 

Table 2: Model Performance 

 

8. CONCLUSION and FUTURE WORK 

Supervised and Unsupervised classifiers play a vital role 

in calculating and predicting Sentiments from Indian 

Languages. In this research when executing Sentiment 

analysis using BERT corpus size does not matter so we can 

provide large paragraphs. But in many types of research 

accuracy is affected due to the text size. So out of the 

supervised learning classifier Multinomial Naïve Bayes and 

Unsupervised Language model, Bidirectional Encoder 

Representations from Transformers (BERT) produces state-

of-the-art results. The accuracy generated by the BERT 

language model bert-base-multilingual-uncased is 68.90 

which is good compared to the supervised model. Emoticons 

or emojis present in the text are not considered in this 

Research work, it can be further explored for Emoticons 

present in the text. 
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