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Abstract: Illegally consumption of electric power, termed as non-technical losses for the distribution companies is one of the 

dominant factors all over the world for many years. Although there are some conventional methods to identify these irregularities, 

such as physical inspection of meters at the consumer premises etc, but it requires large number of manpower and time; then also 

it does not seem to be adequate. Now a days there are various methods and algorithms have been developed that are proposed in 

different research papers, to detect non-technical losses. In this paper these methods are reviewed, their important features are 

highlighted and also the limitations are identified. Finally, the qualitative comparison of various non-technical losses 

identification algorithms is presented based on their performance, costs, data handling, quality control and execution times. It can 

be concluded that the graph-based classifier, Optimum-Path Forest algorithm that have both supervised and unsupervised 

variants, yields the most accurate result to detect non-technical losses.  

 

 
 

 

1. INTRODUCTION 

Illegally consumption of electric power, termed as non-

technical losses for the distribution companies is one of the 

dominant factors all over the world for many years. It is a 

widely spread phenomenon, that also includes missing or 

faulty meter readings, occurring globally and performed in a 

variety of ways [1]. In power distribution system the non-

technical losses are the problem that affects the whole 

society as well as the economy of the countries because it 

reduces the energy efficiency and also the profitability of 

electrical utilities, which finally affect the genuine 

consumer. Distribution companies are deliberately trying to 

identify the electricity theft to reduce the non-technical 

losses that may have various financial and technical 

significance. However, despite all possible efforts made by 

distribution companies to detect the electricity theft, this 

unlawful incident is still continuing. The distribution 

companies are generally use the traditional methods, i.e., 

simple physical meter inspection, but this method have lots 

of economical, technical and social limitations [2].  

There are various reasons for non-technical losses, such as 

tampering the calibration of the meter, illegal connections 

from the feeder or from the service-mains, malfunctioning 

of the meter, irregularities of billing and the unpaid bills. 

Not only the developing countries like India, but also the 

developed countries like USA and UK face these problems. 

As per the World Bank reports almost 50% of the non-

technical losses in developing countries are due to theft [3], 

but it is a reality in developed countries as well. It has been 

estimated that in all over the world, the utility companies 

lose more than $25 billion every year due to electricity theft 

[4]. In India only, the electricity theft is estimated at US$ 

4.5 billion per annum which is approximately 1.5% of the 

country’s GDP [5, 6]. The economies of UK and USA have 

estimated that the electricity theft is £173 million [7] and 

US$6 billion [8] every year, respectively. The non-technical 

losses generally create the unsustainable consequences for 

human being in already fragile environments. 

Power distribution companies generally maintain the 

database of the customers based on their contact demand, 

consumption patterns and billing records to maintain the 

demand and supply chain as well as the billing activities [9]. 

It is very difficult for the distribution companies to make an 

efficient decision from this database, because retrieving 

information from the complex database is extremely time 

consuming and sometimes it is inaccessible too [9, 10]. 

Since last few years, the distribution companies in European 

countries install the smart electronic meters [11] in the 

consumer premises, it is difficult to tempering this type of 

meters and also can be easily detected if such types of 

activities are taking place. But the main drawback of this 

type of meter is that it is very costly, so not feasible for low 

voltage distribution in developing countries. 

In last few years, various methods and algorithms have been 

proposed in different research papers for identification of 

non-technical losses, such as statistical methods [12] 

proposed by Fourie et. al., decision trees [13] by Filho et. 

al., artificial neural networks [14] by Galvan et. al., support 

vector machine [15] by Nagi et. al. Nagi et. al. [16] further 

proposed the artificial intelligence-based support vector 

machine (SVM) technique, a hybrid approach of non-

technical losses identification for metered customers. This 
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technique is considered to be the advanced version of SMV 

based approach [15]. Ramos et al. [17] proposed the graph 

based optimum-path forest (OPF) classifier, another 

supervised approach for non-technical losses identification, 

in the context of Brazilian distribution system. Some other 

data mining studies for fraud detection, such as Rough Sets 

[18], Extreme Learning [19], Knowledge Discovery in 

Databases (KDDs) [20], Extreme Learning Machine (ELM) 

[21], Statistical‐based Outlier detection classifiers [22], have 

been proposed by the distribution industries in recent years.  

Another method to detect non-technical losses can be done 

by energy balance calculation [23], for that, topological 

information of the network is required. But this method is 

not helpful to calculate the non-technical losses due to 

following reasons: i) in developing countries, network 

topology undergoes continuous changes in order to satisfy 

the fast-growing demand of electricity, ii) infrastructure 

could break and result in wrong energy balance calculations 

and iii) it needs transformers, feeders and connected meters 

to be read at the same time. 

Over the years many techniques have been proposed and 

implemented for fraud detection in electrical power 

distribution. Some techniques are not made publicly 

available to avoid security breaches by hackers [24]. 

However, other published techniques are available, 

specifically in the data mining, machine learning and 

statistical analysis of distribution network. Each technique 

has its unique features as well as merits and demerits. In this 

paper some popular on-technical losses identification 

techniques have been comprehensively reviewed and tried 

to identify the best one to detect abnormal behaviour in 

electricity power consumption. 

 

2. CATEGORIZATION OF NON-TECHNICAL LOSS 

IDENTIFICATION METHODS 

From various research papers on non-technical losses 

identification techniques, it is clear that there is no common 

methodology that can be implemented for fraud detection. 

Methodologies with different field of knowledge has been 

adopted by the Researchers, specifically machine learning, 

anomaly detection, distribution network analysis and also 

intrusion detection. The non-technical losses identification 

methodologies can be segregated in three broad categories, 

i.e., data oriented, network oriented and hybrid. In data-

oriented methods the consumer related data is used, further 

in network-oriented methods data from network topologies 

is used, whereas in hybrid method data from both categories 

is used. The complete categorization of non-technical losses 

identification methods is shown in the figure 1. 

 

 
Fig.1 NTL identification methods categorization 

 

There are two subcategories of data-oriented method, these 

are supervised and unsupervised method. All the data in 

supervised method is labelled and the algorithms are made 

to predict the output from the input data. A supervised 

learning algorithm analyses the training data and produces a 

definite function, which can further be used for mapping 

undefined data. The algorithm will correctly determine the 

class labels for unknown data. Before that he learning 

algorithm should be generalized from the training data to 

unknown situations in a “reasonable” way. Some 

classification algorithms come under supervised method are 

‘Decision Trees’ [13], ‘Support Vector Machine (SVM)’ 

[15], ‘K-Nearest Neighbours’ [25], Random Forest’ [26]. 

On the other hand, in unsupervised method all data is 

unlabelled and the algorithms learn to inherent structure 

from the input data. The main problem of an unsupervised 

learning task is trying to find hidden structure in unlabelled 

data. As the unlabelled examples are given here, so there is 

no error or reward signal to evaluate a potential solution. 

‘K-Means’ [27], ‘Hierarchical’ [28], ‘Hidden Markov 

Model’ [29], ‘Gaussian Mixture Model’ [30] are the 

classification algorithms comes under the unsupervised 

method. 

In network-oriented methods of non-technical losses 

identification labels are generally neglected, because they 

are based on network analysis and there are definite physical 

rules that are used to describe the systems [31]. State 

estimation, load flow, sensors are the categories under 

network-oriented method of non-technical losses 

identification that follow the algorithm used to detect the 

frauds. 
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In hybrid method of non-technical losses identification, the 

concept of both data-oriented and network-oriented methods 

are combined [32].  For example, a state estimation method 

may be used on medium voltage level to detect non-

technical losses at medium/low voltage level transformer. 

Once the location of the network with non-technical losses 

are identified, a supervised classification method can be 

used to restriction-technical loss at consumer level.  

For analysing the NTL identification, typically following 

parameters should be considered: 

• Algorithm: This is the most important parameter 

for non-technical losses identification. Different 

algorithms are introduced in different research 

papers over the years for NTL identification. 

Generally, in most of the cases more than one 

algorithm are used. The complete list of all 

algorithms used for each work are mentioned here, 

however, some of them are used for comparative 

studies only. Details are described in Chapter-5. 

• Data types: The data is the essential parameter 

required by each method for NTL identification. 

This is a critical parameter when designing an NTL 

identification method or choosing from existing 

ones. The researchers select their NTL 

identification system according to the availability 

of data and their types. Details are described in 

Chapter-3. 

• Data set size: The size of the data set used for the 

analysis of the NTL identification system is 

determined by the number of consumers (simulated 

or not) implicated. Data set size is taken into 

account large for more than 1000 consumers, 

medium for 100–1000 and small is for less than 

100. The data set size is important, since it 

provides feedback on the scalability of NTL 

identification systems.  

• Features: In most of the cases the basic data 

(described as data types above) are first processed 

in order to extract features to be used for 

classification. Although a lot of researchers use 

features for identifying on-technical losses, there is 

no suggestion of which features should be used. 

The authors list features and associate them with 

data types and algorithms, thus making it easier to 

choose appropriate features either using domain 

expertise or feature selection algorithms. Details 

are discussed in Chapter-3. 

• Metrics: Performance metrics are used to assess the 

performance of NTL identification methods under 

various circumstances and to compare systems. A 

number of metrics are mentioned in literature. The 

authors’ goal is to supply a full list of metrics, 

beneath a unique identifier, together with the 

reason they should (or shouldn’t) be used for. 

Details are discussed in Chapter-4. 

• Response time: The time required for an NTL 

identification system to decide if a consumer 

commits fraud. This should not be confused with 

the time it takes for a classifier to establish a result 

given the relative input data (which is extremely 

dependent on machine and coding). In contrast, the 

response time depends on the time needed to get 

the input data.  

 

3. DATA TYPES CATEGORIZATION AND 

DEFINITIONS 

In this chapter the various data types used in literature are 

organized in broad categories. The main reason for this 

categorization is to make sure that researchers are not 

restricted to specific information to choose their algorithm, 

however they can choose their NTL identification system as 

per the accessible data. The data type groups are presented 

in Fig. 2. 

 

3.1 Raw data used in NTL identification 

According to the location of their physical source the data 

are initially organized. Data concerning individual 

consumers (for example, active energy measurements) are 

classified as “Consumer Level” data, while data concerning 

an area (i.e., network topology) are classified as “Area 

Level” data. Data, associated to both classes, are further 

categorized as time series and static data. Literature review 

reveals that there is a gap in the use of area specific static 

data (mainly those not related with the network topology). 

In fact, only one work [33] uses area level data for NTL 

identification. In addition, high resolution energy data and 

environmental data i.e., temperature etc are rarely used. 

Most of the data-oriented algorithms use consumer level 

time series and static data exclusively. Moreover, all 

methods use time series energy consumption data and more 

than half of them include static data. Network oriented 

methods can be implemented for high or medium resolution 

energy consumption data, as well as voltage and current 

measurements. In addition, they significantly depend on the 

data, measured from other devices i.e., observer meters and 

information of MV or even LV network topology. In hybrid 

methods every possible types of data can be used. 
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Fig. 2 Data type categorization for NTL detection applications 

 

3.2 Features used in NTL identification 

Generally, for data oriented as well as for hybrid non-

technical losses detection methods not only the raw data 

described above but also features extracted from that data 

are used. Features commonly used are listed here, which are 

mainly calculated from consumer level time series data and 

more specifically from active energy consumption graphs. 

The time resolution of the raw data thus significantly 

influences the time resolution of these features. So, it is 

difficult to define precisely all the features used in each 

work. Rather the authors prefer to define the families of 

features by presenting in a more generalized view of the 

domain. The list of features, most commonly used in 

literature, represented in Table-1. 

The use of features itself is common in data mining 

(classification or clustering) tasks than the use of time series 

data. By reducing the data set’s size and providing a level of 

anonymization it is possible to improve the Classification 

metrics. Initially, a large number of features can be 

extracted from a time series, however features 

representative of NTL identification only should be 

considered. In addition, the duration of time period within a 

day should be chosen carefully for which a feature is 

supposed to be calculated, e.g., a daily average of 30 min 

useful energy data for few years yields different information 

from a periodic (3 months) average. 

Given a list of features and the NTL identification method, 

feature selection algorithms can be used for defining an 

optimal set of features. A large number of feature selection 

algorithms are available in machine learning literature [34]. 

There are cases though were feature selection has been 

studied for optimizing the performance of classifiers used in 

NTL identification. Such techniques have been used in Refs. 

[17, 35–39]. In Ref. [17] the small number of features 

permits testing all possible combinations. Authors in Ref. 

[35] use a number of different heuristic methods, focusing 

on binary black hole optimization and comparing it with 

Harmony Search (HS), Particle Swarm Optimization (PSO), 

Differential Evolution (DE) and Genetic Algorithm (GA). In 

Ref. [36] the use of Harmony Search is evaluated and 

compared to PSO. The same authors [37] evaluate the 

Binary Gravitational Search Algorithm (BGSA) and 

compare it with PSO and HS. Social Spider Optimization is 

utilized in Ref. [38] both for feature selection and parameter 

tuning. In Ref. [39] the authors propose filter and wrapper 

methods for feature selection without further specifying the 

type of algorithms used. 

 

 

Table-1: Main features used for NTL detection 

Feature name Description 

Average, Max/Min, 

Standard Deviation 

Standard statistics calculated for a specific time period. 

Power/Energy factor The power factor is defined as the rate of active (kW) to reactive power consumption 

(kVAR). Instant power measurements are required for this calculation. High resolution (less 

or equal to 15 min) data must be used for a good estimation. Energy factor is the reactive 

energy (kVARh) consumed in a time period to the active energy (kWh) consumed in the 

same period 

Load factor The ratio between the average active energy consumption (kWh) to the maximum active 

energy consumption (kWh) for a specific time period (for example a month). 

Streaks The number of times the consumption curve goes above and below a mean line (defined as a 

moving average of the consumption curve). 

Daily consumption to 

contracted power 

The sum of active energy consumption in a period (kWh) to the contracted power (kW) 

Pearson coefficient The Pearson coefficient of the active energy consumption curve in a specific (typically 

large) time period. The Pearson coefficient measures how well a linear equation describes 

the relation between active energy consumption and time. 
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Billed-consumed energy 

coefficient 

Difference of energy billed (kWh) to consumed active energy (kWh) divided by the 

contracted power (kW). 

Predicted kWh A prediction of the active energy consumption (kWh) given by any forecast model or the 

difference of this prediction and the measured value. 

Wavelet coefficients The difference of the Wavelet coefficients calculated from the consumption curve to be 

classified and the Wavelet coefficients of previous years consumption curves. 

Fourier coefficients The difference of the Fourier coefficients calculated from the consumption curve to be 

classified and the Fourier coefficients of previous years consumption curves. In addition, the 

phase of the first five Fourier coefficients of the active energy consumption curve can be 

used. 

Polynomial fit 

coefficients 

Difference of coefficients of the polynomial that best fit the consumption curve to be 

classified and the coefficients of the polynomial that best fit previous years’ consumption 

curves. 

Euclidean distance to 

mean customer 

Euclidean distance of an active energy consumption curve to a consumption curve 

calculated as the mean consumption of all consumers in the data set. 

Consumption curve slope The slope of the linear equation that best fits the active energy consumption curve time 

series. 

PCA components A number of components that are calculated from Principal Component Analysis (PCA) or 

Kernel Principal Component Analysis (KPCA) on the active energy consumption curves. 

Not all of the components need to be used. The mean of specific components may be used 

to. 

Fractional order dynamic 

errors 

Features that express the difference between a profiled meter usage and a real time 

consumption time series. 

Mismatch ratio The difference between consumption measured in the MV/LV transformer and the sum of 

smart meter measurements and estimated technical losses divided by the nominal power of 

the substation. 

Seasonal consumption 

rates 

Total consumer consumption (kWh) in a specific season (for example winter) to 

consumption (kWh) of another season (for example summer). Total consumer consumption 

(kWh) in a specific season (for example winter) to the average consumption of consumers 

on the same substation at the same season (for example winter). 

Discrete Cosine 

Transform coefficients 

The k first coefficients of the discrete cosine transformation. 

Consumption decrease 

compared to previous 

period 

A reduction of x% in consumption during a time period of length T in comparison to a past 

time period of the same length or compared to the average. 

Estimated readings Number of meter readings that are estimated by utility due to inability to access the meter. 

 

4. NON-TECHNICAL LOSS IDENTIFICATION 

PERFORMANCE METRICS 

A well-defined and updated list of performance metrics is 

important, primarily for comparing NTL identification 

methods. A list of most commonly used metrics in literature 

is provided in Table-2. Most of the metrics used to calculate 

the traditional confusion matrix, here TP are true positives, 

TN are true negatives, FP are false positives and FN are 

false negatives. P represents all positive samples (P = TP + 

FN), while N represents all negative samples (N = TN + 

FP). P(I) is the probability of NTL occurrence. 

The first seven (accuracy, detection rate, precision, false 

positive rate (FPR), true negative rate (TNR), false negative 

rate (FNR), F1score) metrics are frequently used in 

classification tasks and calculated from the confusion 

matrix. In NTL identification literature the most common 

metrics are the accuracy and detection rate, which appear in 

almost every case of data-oriented methods. Increase in 

accuracy reveal that the system generally works better by 

classifying both positive and negative samples accurately. It 

is not enough though, when dealing with an imbalanced data 

set, where one class (negatives) is excessively larger than 

the other (positives). 

The second most commonly used metric is the detection rate 

(DR), also known as recall, true positive rate, success in 

detecting NTL or hit rate. This metric expresses the 

proportion of samples classified as NTL to the total number 

of NTLs in the dataset. Typically, large values of DR imply 

a well operating detection system, but for this to be true 

other metrics must be taken into account. Usually, both 

detection rate (DR) and accuracy has to be considered to 

evaluate the system’s performance. 
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Table-2: List of metrics used to evaluate NTL detection methods 

Metric Definition 

Accuracy Accuracy =  
TP + TN 

TP + TN + FP + FN
 

Detection rate (DR) DR =  
TP

TP + FN
 

Precision Precision =  
TP

TP + FP
 

FPR FPR =  
FP

FP + TN
 

TNR TNR =  
TN

FP + TN
 

FNR FNR =  
FN

FN + TP
 

F1 score F1 score = 
2TP

2TP+FP+FN
 

AUC (Area Under Curve)  The area under the ROC (Receiver Operating Curve) of the binary classifier. 

Recognition Rate Rec. Rate =  1 − 0.5 × (
FP

N
+

FN

P
) 

Bayesian Detection Rate BDR =  
P(I)  ·  DR

P(I)  ·  DR + P(−I)  ·  FPR
 

Training time (s) The time (s) required to train an NTL detection system. 

Classification time (s) The time (s) it takes for an NTL detection system to classify an instance. 

Cost of undetected attack Defined as the cost of the worst possible undetected attack. 

Energy balance mismatch 
Defined as the difference between the sum of consumer level active energy and 

substation level active energy 

Average bill increase 
Defined as the average bill increase if the NTLs were distributed among all 

consumers. 

Normalized labour cost 
Defined as the cost for inspecting all cases classified as NTL by the detection 

system. 

Anomaly coverage index 
Defined as the ratio between anomalous consumers under RTUs and the total 

number of anomalous consumers. 

RTU cost Defined as the total cost of acquiring RTUs 

Minimum detected 

deviation 

Defined as the minimum deviation (from a pre-specified typical profile) that can 

be detected. 

Decrease in electricity 

stolen 
The decrease of stolen electricity when a specific FDS is applied. 

 

The precision and false positive rate (FPR) are also two 

most commonly used metrics. Precision is calculated as the 

number of NTLs detected divided by the total number of 

NTL alarms; it is also known as positive predictive value 

(PPV). When the precision is increased, it means that the 

samples that are identified as positive, is actually affected 

by non-technical losses. It must be noted here that precision 

and recall metrics are counteracting to each other, i.e., 

increase in one metrics will decrease the other, therefore, 

proper balance between the two metrics is important. This 

balance is expressed by calculating the F1score (a particular 

case of F-measure or Fβscore were = 1) which is the 

harmonic mean of detection rate and recall. Increased 

F1score values indicate that the system detects many frauds 

with low false alarms. Although rarely used in NTL 

identification literature (examples include Refs. [39, 40]), 

this is one of the most important and indicative metrics, 

especially when dealing with class unbalanced problems 

(like NTL detection and generally detection of frauds). In 

fact, a lot of work has been published on this problem, 

proposing a number of solutions and performance metrics 

for reliable evaluation of classifiers [41]. 

FPR may be calculated by the total number of samples 

which are falsely classified as positives (false alarms) to the 

total number of negative samples. This is one of the most 

important metrics, because more the false positive samples, 

larger will be the operational costs due to unnecessary meter 

inspections by the organization, responsible for the NTL 

detection. In general, it is desired that FPR values should be 

as low as possible, although the threshold value depends on 

the relative size of the two classes. Assuming a data set of 

1000 consumers of which 10 commit fraud an FPR as low 

as 10% would mean that 99 consumers without NTLs are 

classified as positives (NTL), leading to 99 additional meter 

inspections in order to detect 10cases of fraud. FPR = 1% 

means that 10 false alarms would occur in detecting the 10 

real cases of fraud. 

Related with the class imbalanced problems, like NTL 

detection, it is very important to choose the appropriate 

metrices. Combinations of metrics should be used in this 

case including accuracy, DR, FPR and TNR. Another 

metric, not frequently used in NTL detection literature, is 

the Bayesian Detection Rate (BDR) [42]. It mainly applies 

to data-oriented methods and is dependent on the probability 

of fraud P(I), DR and FPR while it expresses the probability 
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of a false alarm in real life conditions. DR and FPR are 

characteristics of the classifier used, however the probability 

of fraud is an external parameter. In the fraud and intrusion 

detection domains this parameter usually attains small 

values, because the fraud is not a frequent phenomenon. 

Given the small value (for example 1%) of P(I), in order to 

achieve a high value for BDR (i.e., to minimize false 

alarms) , FPR should be as low as possible, it will not matter 

for higher value of DR. 

 

5. ALGORITHMS USED IN NON-TECHNICAL LOSS 

DETECTION SYSTEMS 

Every fraud detection technique is unique itself according to 

their approach of using different data in different ways. In 

some systems a simple structure has been presented (for 

example a single Support Vector Machine (SVM) for 

consumer classifications), Whereas some systems may be 

more complex (such as prior data cleaning and clustering 

phases, classifier ensembles, power system analysis etc.). 

Each technique can be characterized using a small number 

of algorithms which develop the base of the fraud detection 

method. Many of them are already being well established 

and defined in other research papers hence detailed 

descriptions are avoided here. Non-technical losses 

identification methods are mainly categorized as ‘data-

oriented’ and ‘network-oriented’, another method which has 

the combined characteristics, is called as ‘hybrid’ method is 

also considered in some cases. 

 

5.1 Data-oriented methods 

Data-oriented methods are mainly performed by data 

analysis and machine learning techniques. The data-oriented 

methods are classified in two major categories, i.e., 

supervised and unsupervised, are discussed here. The 

common methodology of data-oriented methods, for both 

supervised and unsupervised approaches, are shown by a 

flowchart in Fig. 3 and described below. 

• Data processing & model selection: The data-

oriented method for fraud detection should be 

chosen when a set of raw data is available. The 

choice of supervised or unsupervised methods are 

governed by the availability or unavailability of 

labelled data, whereas data quality and data variety 

dictate the algorithm to be used. The choice of 

algorithm may exclude some parts of the raw data 

(data selection phase). After selecting the 

algorithm, the data cleaning is performed, which is 

common in the knowledge discovery process and if 

necessary, then the feature extraction is done. 

• Modelling: In supervised and unsupervised 

methods different process are followed for 

modelling. The labelled data in unsupervised 

models are used in evaluation process only and not 

for training purpose. On the other hand, in 

supervised models the data set is split into two 

parts – for the training purpose as well as for the 

testing purpose. For training the model, generally 

feature selection is used, but before that the valid 

training set is required to be defined. While 

parameter optimization makes use of metrics that 

can be calculated due to label availability. 

• Application: Once the model (supervised or 

unsupervised) is defined by the labelled data set, 

the performance of the model can be verified using 

new data but that should not belong to the ‘Raw 

Data’ set. Classification results are further 

processed for preparing a suspect list that contains 

the probability of each consumer committing fraud. 

In this phase a major operation of the non-technical 

loss detection model can be referred. 

The supervised and unsupervised classifiers are developed 

on the basis of Artificial Intelligence (AI) methods which is 

a well-established technology and easily found in the 

various research papers. In the following sections the 

application of supervised and unsupervised methods for 

non-technical losses detection problem are discussed. 
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Fig. 3 Flow-Chart of Data oriented methods 

 

5.1.1. Supervised methods 

 

5.1.1.1. Support Vector Machine (SVM) [15,16,36–40,43]. 

It is normally used as a binary classifier because for the 

class imbalance problem it becomes volatile. Various forms 

and their applications are already present in the literature, 

like the One-Class SVM and the Cost-Sensitive SVM. 

Where the One-Class SVM is proposed for anomaly 

detection i.e., unsupervised learning, because this method is 

trained on samples belongs to the negative class only, i.e., 

the fraud consumers. On the other hand, different weights to 

different types of classification error can be assigned in the 

Cost-Sensitive SVM method. For example, it is possible to 

assign a high cost to misclassifications of the minority class 

which can lead to higher performance metrics i.e., low FPR, 

high BDR. In various literature SVM method is preferred 

with full trust for detecting non-technical losses, although it 

is difficult as well as time consuming to implement. Again, 

apart from the Liner kernel (Linear-SVM), the Radial Basis 

Function kernel SVM or SVM-RBF is also popular for non-

technical losses detection. In the case of SVM-RBF, the cost 

and gamma (γ) parameters need to be tuned, whereas in case 

of Linear-SVM only the cost must be tuned. Generally, the 

grid search algorithm with cross-validation is used for this 

purpose. In SVM method, because of tuning, the time for 

constructing the model is increased when large data set is 

considered, so it should not be considered specially for 

online applications. In order to enhance the classification 

results, it is a general practice to combine the SVM with 

other classifiers such as Fuzzy Inference System, Decision 

Trees, Neural Networks etc and there should be a common 

baseline solution for comparing classification and feature 

selection techniques. 

 

5.1.1.2. Artificial Neural Network (ANN) [21,37,44-49]. It 

is usually used to forecast the time series of electricity 

consumption. Now a days the Multi-Layer Perceptron 

(MLP) trained with back-propagation (BP-MLP), one of the 

common versions of Artificial Neural Network, is used as a 

binary classifier for non-technical losses detection. In this 

method the difference between predicted value and 

measured value is used to detect the frauds. Here the 

structure of the network is supposed be chosen before 

training. It mainly follows the trial-and-error approach in 

order to identify the number of hidden layers and 

corresponding number of neurons. To generalize the model, 

cross-validation is important in this method. The Extreme 

Learning Machine (ELM), another type of neural network, 

has been proposed in some literature for binary 

classification apart from the BP-MLP. It has a single hidden 

layer where weights connecting the input layer with the 

hidden layer are randomly assigned, although weights 

between the hidden layer and the output can be calculated in 

a single step. Thus, without compromising in performance, 

it can be trained faster. In addition, online sequential 

extreme learning machine(OS-ELM) has been proposed for 

applications where the model needs to be retrained online 

due to possible changes in consumer characteristics. But in 

all models, the only parameter that need to be consider is the 

number of hidden layer neurons. 
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5.1.1.3. Optimum Path Forest (OPF) [17,35-39,50].This is a 

graph-based algorithm which can be used for classification 

applications. Unlike other algorithms, in this method each 

labelled sample of the training set is considered as a graph 

node with coordinates being the feature values. OPF does 

not try to find the optimal hyperplane that separates two 

classes. In this algorithm the clustering is done by creating 

two or more trees of the graph, called optimum path trees, 

each represents a class and the collection of trees are called 

the OPF classifier. OPF is capable of handling overlapping 

classes and has low training time, which allows for online 

training of the fraud detection system. Such a characteristic 

is important in case the testing samples substantially differ 

from the training samples used. 

 

5.1.1.4. Rule induction [4,16,45]. Here the defaulter users 

are identified by various pre-conditioned rules. These rules 

can be implemented by expert knowledge and statistical 

analysis. There may be some cases where such expertise is 

missing or inadequate. However, in labelled data, the hidden 

rules can be extracted by this technique. The main goal of 

this technique is to predict the class of a sample given the 

values of other related features. This technique can be 

considered fully authentic, although for detecting the fraud 

in electricity consumption various works use this expert 

system. Sometimes for better emulation of the reasoning 

process in expert system, the fuzzy inference system can be 

introduced. The rule-based systems can be combined with 

other classifiers like Support Vector Machine, Decision 

Tree, Bayesian Networks etc. so that an improved system of 

fraud detection can be developed which is can be used to 

utilizes human expert knowledge. 

 

5.1.1.5. Decision trees (DT) [39,40,49-53]. This technique 

was not so popular for detection of non-technical losses. 

Basically, it is a classifier and output of this classifier is a 

set of processes which are used to classify new samples. It is 

possible to explain the characteristics of the non-technical 

losses with the help of these processes. The processes of the 

decision trees can also be combined with the processes 

defined by the experts and other classifiers. It should be 

noted that the decision trees are sensitive to the class 

imbalance problem and highly dependent to the training set. 

There are some types of decision trees that are used in non-

technical losses detection areC4.5, CART and QUEST. 

Decision trees are also able to handle the categorical 

variables with the data i.e., type of consumer (residential, 

industrial or commercial) or contract details etc. 

 

5.1.1.6. Nearest neighbour (k-NN) [36,37,54]. Within the 

supervised classification algorithms for non-technical losses 

detection, the Nearest neighbours are the simplest methods 

which is mainly used a baseline for comparisons with other 

algorithms. In k-nearest neighbours, it is very common to 

place a new sample on the feature space and assign it to the 

class. The only parameter that requires tuning is the number 

of neighbours voting (k), but the way distance between 

samples is measured affects algorithm performance. 

 

5.1.1.7. Bayesian classifiers [53,55]. These are the 

probabilistic classifier based on the assumption of strong 

independence between features. Here the prior knowledge 

of NTL probability is essential for this algorithm. The 

system is able to learn the probability of each appliance 

used by individual consumer [55], which is possible by 

using non-intrusive load monitoring (NILM). For arrival of 

each new sample, NILM is performed freshly and the 

probability of theft can be calculated. Such systems require 

a priori knowledge (probability of theft and conditional 

probabilities) and it may influence the classifier’s output. 

The Bayesian network [53], another type of Bayesian 

classifier, represents the joint probability (Bayesian 

probability) of a set of variables in the graphical mode. The 

major advantage of Bayesian networks is that they can be 

interpreted easily. It will be helpful to identify the features 

of a time series that will be most influenced by the NTL. 

The main objective in this case is to learn the conditional 

probabilities by giving a fully labelled data set along with 

Bayesian network structure.  The class of a new sample may 

then be inferred together with the probability of the sample 

belonging to the predicted class. Therefore, a high threshold 

is chosen if it is not possible to perform a large number of 

inspections, by selecting the number of meters to be 

inspected, because a probability threshold may be set 

according to the fixed distribution system of user’s needs 

and business characteristics. 

 

5.1.1.8. Generalized Additive Model (GAM) [33]. This 

model is used for the geographical distribution of NTL. In 

this method it has been assumed that NTL spreads over an 

area according to various social and technical concern; this 

concept has been taken from the field of epidemy related 

study. The probability of NTL can be estimated by GAM for 

a set of consumers that may or may not be linked with NTL. 

Next, a Marko chain is used to model how NTL may spread 

over a specific area in the future. During designing the 

distribution system for long term systems including 

hardware installation, legislation change, campaigns etc, this 

method helps to compute the geographical distribution of 

the probability of fraud, but it cannot be used to detect the 

fraud directly.   

  

5.1.2. Unsupervised methods 

5.1.2.1. Self-Organizing Map (SOM) [17,36,37,56]. SOM 

can be considered as a special type of Neural Network 

frequently used as a clustering or unsupervised classification 

tool. It usually produces 2D representations of the data set 

and therefore serves as a size reduction. Another advantage 

of SOM is that it produces data displays that people can 

understand. The final output in a set of clusters that needs to 

be professionally tested or fed to a second level of concept 

to be determined by a set of meters to be tested. The number 

of collections may be more than 2, if the general character is 

considered which can create clusters but not frauds. The 

unsupervised status of the SOM leads to a reduction in 

classification and perhaps this is the reason why it rarely 

appears in NTL acquisition documents. 

 

5.1.2.2. Clustering algorithms [54-59]. Clustering 

algorithms have been applied in many fraud detection 
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activities, mainly for the pre-processing of data. In this 

method, similar types of data are group together for example 

non malicious behaviour of consumers, and then train 

classifiers on these groups. In this classification process has 

been enhanced and it also reduce the false positive data. 

Clustering can also be used for calculation of baseline 

power profiles or its prototypes. If a new sample data 

conflict with these profiles significantly, then fraud may be 

identified. 

The clustering algorithm is also used as tool for 

unsupervised classification. Fuzzy clustering has also been 

used [59] by combining each new sample with a possibility 

of fraud, rather than a label. This allows the fraud detection 

system developer to tune the system according to business 

models and other external parameters. 

The Density Based Spatial Clustering of Applications with 

Noise (DBSCAN) algorithm has also been proposed based 

on the clustering algorithm. It is used after applying 

Principal Component Analysis (PCA) on the electricity 

consumption data and representing each consumer with the 

first two components in a two-dimensional space. This 

depiction enables the DBSCAN to separate odd from 

unnatural consumers in an efficient manner and provides 

analytical proficiency [58]. 

 

5.1.2.3. Expert systems [45,60,61]. As the name implies, 

this system depends on the reports of technical experts who 

are responsible for tracking the non-technical losses. 

Although such systems do not require learning, they are 

considered unsupervised (fuzzy rules are also included, 

usually after fuzzification of simple rules). Rules may be 

defined by various means, but most of the times an accurate 

model of how the non-technical losses are expressed or 

inspector knowledge is required, if required a rule can be 

developed that if the consumption is more than a certain 

percent for example 50% then the concerned meter of the 

consumer must be checked. Another rule is applicable that if 

the power factor is less than 0.5 then the meter and the load 

pattern must be checked [45]. Although these rules are very 

simple but still very effective for classification process.  

 

5.1.2.4. Statistical control [62–64]. Another very effective 

method of non-technical losses detection is the statistical 

process control method. Control charts, typical for time 

series data, are used for observing any individual utilization 

and for explaining the regions, where the time series may be 

considered abnormal. The XMR (moving range) [62] 

control chart classifies the time series variability that may 

occur due to theft by defining control limits. The XMR 

control chart check both the actual consumption (X chart) 

and their variable range (MR charts). Rules has been formed 

to indicate which results are frauds and require survey. 

There are lots of other charts also, such as exponentially 

weighted moving average (EWMA) control chart and the 

nonparametric cumulative sum (CUSUM) control chart 

[63]. These charts are very popular in industries for quick 

detection of abnormality by providing the visual inspection 

of data. But with quick detection there may be lots of false 

positive data which may affect the performance of the 

system. Bollinger bands [64] is another statistical data 

analysis tool used in stock markets for change in data 

detection. As the  main purpose of this method is to detect 

changes, so they fail to detect fraud, if it takes place from 

the beginning of the monitoring period. It can be a major 

drawback for power theft detection. Also, such method may 

interpret other types of consumption change as fraud, and 

hence may produce false positives. 

 

5.1.2.5. Regression Models [63,65]. Regression model is a 

predictive modelling technique which review the similarities 

between dependent and independent variables. This model 

is used for forecasting, time series modelling and 

developing the relationship between the variables. This 

model is used to detect the non-technical losses by 

comparing the measured value and the forecasted value, and 

it has been assumed that forecasted values have been trained 

with non-malicious data. Here it may be assumed that 

largest the difference, the highest the probability of fraud.  

 

5.1.2.6. Outlier detection [63,66]. Outliers are the values that 

vary from other data during an observation, they may 

indicate a variability in a measurement, experimental errors 

or a novelty. So, an outlier detection may be considered as an 

observation that diverges from an overall pattern on a 

sample. Outlier detection method is a very effective method 

of non-technical losses detection. Considering a data set free 

of frauds, each cluster of samples is modelled as a Gaussian 

distribution. Now when a new sample has to be modelled, 

the probability of the sample belonging to each of the 

cluster has been calculated. The result is then compared to a 

threshold value to check whether the sample is an anomaly 

or not. In this technique the major challenge is to decide the 

number of clusters and of course the parameters of the 

Gaussian distributions. In two popular algorithms, K-means 

and Expectation–maximization (E-M), this method is used. 

The Optimum Path Forest algorithm may also be proposed 

based on this concept. This method does not require a clean 

data set and the main advantage of outlier detection method 

is that it may still detect frauds even if they are already 

included in the training set.  

5.1.2.7. Gaming theory approaches [67,68]. Game theory is 

used to model the malicious user and the fraud detection 

system behaviour like modelling the attacker and defender 

behavior [67]. Its use as a core part of an FDS is not yet 

mature though. Attempts include decision making 

mechanisms modelling fraud as a cooperative or non-

cooperative game. 

 

5.1.3. Qualitative comparison 

The supervised learning methods are mostly preferred in 

data-oriented fraud detection systems, because of their 

better performance. However, these methods require the 

labelled data from malicious and benign users for 

classification, but that are not always available or are not 

representative of all the data, the fraud detection system is 

targeting at. Finally, even if labelled data exist, it is most 

probable that class imbalance problems will arise. 

Unsupervised methods do not require any labels, except in 

case of anomaly detection methods, partially it is required. 

Therefore, these can be applied easily with lower 

performance, characterized by a higher false positive rate. 

Unsupervised methods can also be used in the case where 
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large number of negative samples are available, but positive 

samples are not or very few available. Usually some of the 

anomaly detection algorithms, such as outlier detection 

method, never makes any assumption of class labels for 

training the classifier. Another advantage of unsupervised 

methods is their resilience to zero-day attacks. On the other 

hand, the supervised methods are preferred to detect specific 

types of anomaly. In case a new fraud behavior appears, 

which is missing from the training set, the supervised 

classifier will probably fail to detect it. In contrast, 

unsupervised methods are independent at least from the 

positive class training set. 

5.2. Network-oriented methods 

In network-oriented methods, to detect the fraud, data has 

been collected from the distribution grid meters and then 

applied the physical rules that govern the underlying 

electrical network. Apart from the data from distribution 

grid meters, they make use of network related data, such as 

network topology and transformer and/or phase connectivity 

of the consumer. Many researchers use power flow tools to 

estimate the size of non-technical losses and identify the 

source of these losses by analyzing the energy balance with 

the observer meter. Again, some approaches may be more 

accurate as they use distribution state estimation and bad 

data detection, although which is not possible in all cases. It 

has also been proposed in some analysis to use the dedicated 

sensors in order to identify the fraud.  

 

5.2.1. Load flow approach [69-74]. Another process of 

detecting non-technical losses is the energy balance of a 

network. This can be done by installing the meter in LV side 

of the network, this is also called as observer meter. Using 

this observer meter, it can be verified the sum of energy 

consumption of all consumers connected to a specific 

network. Considering a certain percentage of losses as the 

technical loss, the supplied and consumed energy can be 

measured and if there is any mismatch that can be treated as 

non-technical losses or frauds. In this method it is not 

possible to identify the individual fraud consumer but the 

method can be implemented up to secondary substation 

level for detecting the frauds. The privacy issues are also 

taken into account by solving the problem in a distributed 

fashion [69]. In Ref. [70] the authors model the meter 

behaviour and model parameters are calculated via various 

methods. This model parameters are then compared to that 

of a standard meter and the difference shows the fraud in the 

system. Finally, for cases where technical losses or network 

structure are unknown, a different methodology has been 

proposed for identifying network parameters and then 

calculating technical losses which leads to better calculation 

of non-technical losses [71]. 

A probabilistic approach of power flow for detecting the 

frauds is mentioned in Ref. [72]. It can be identified that 

whether the fraud occur under a specific observer meter or 

not by using different meter for different feeder in the 

network. Energy balance concept is again used and it is in a 

probabilistic manner. Calculating the probability 

distributions for total and technical losses and subtracting 

them from the difference between input and output by 

convolution gives the probability of non-technical losses 

occurrence in a specific sub-network. 

Again, a smart substation concept has been proposed [73], 

where both smart meters and observer meters should be 

available. Here the first step is to check the energy balance 

between observer and smart metering data within the given 

network topology. If a significant mismatch occurs, the 

fraud detection system moves on to localize the non-

technical losses at the consumer level. The fraud detection 

systems use the measured current from smart meter to 

calculate respective voltage that are compared to measured 

voltage. A similar concept has been developed by using 

smart metering data to identify network voltage sensitivities 

[74].  

 

5.2.2. State estimation approach [75–80]. The state 

estimation approach is a very popular concept for observing 

the grid performance by using the data from smart meters 

and hence can be used as an effective tool for non-technical 

losses identification. But this method usually applied in 

medium voltage networks, so fraud can be detected on 

substation level only, individual fraud identification is not 

possible. However, non-technical losses can be expressed in 

this method as bad data or as false data injection (FDI) 

attacks; these terms are more relevant in state estimation 

theory as compared to fraud. The main difference between 

the two is that bad data typically occur in an isolated and 

random manner, while FDIs may include several interacting 

bad data and are more difficult to detect. Launching FDI 

attacks successfully however, implies tricking a traditional 

state estimation bad data detector.  

The consolidate solution of the Kalman filter state estimator 

is usually proposed to find the line currents and biases [75]; 

here the users, with biases larger than a pre-defined 

threshold, are assumed to commit fraud. Here, privacy is 

established by proposing a distributed solution of the 

Kalman filter, where the operator does not require the 

access to power and voltage measurements of users. 

Although the proposed method presents promising results, 

but it should be noted that it can be applied for microgrids 

with small line lengths only. 

Again, it can be assumed that the malicious users should 

have at least partial knowledge of the network structure and 

the capability to increase or decrease the measurements of a 

number of smart meters at the same time [76]. Such attacks 

usually considered to be undetected by traditional energy 

balance methods. Here a method has been proposed for 

detecting this type of attacks including sensor placement, 

meter and communication network inspections etc. 

In Refs. [77–79] the authors propose a state estimator to 

estimate the loading of medium and low voltage 

transformers by considering three phase line voltage, line 

current, active and reactive power measurements. In case of 

significant difference between measured and estimated 

values, non-technical losses may be assumed. Finally, a 

network clustering and division approach has been proposed 

before state estimation for bad data detection [80]. In this 

approach, the network partition and bad data detection 

process for each of the networks is repeated till the bad data 

are localized on feeder bus level. 

 

5.2.3. Sensor network approach [81, 82]. Another trend in 

network-oriented non-technical losses detection methods is 
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the installation of dedicated sensors in the distribution grid 

system. The main purpose of this method is to find the 

optimal number and position of sensors in order to detect 

and localize non-technical losses in a better way, while 

minimizing infrastructure costs. Here in this process is it 

necessary to collect accurate knowledge of the network 

topology. Apart from optimizing the place and number of 

sensors there are works examining the placement of 

redundant smart meters [82]. Here in this method an 

observer meter and an inspector box are installed before 

consumer smart meters; the inspector box consists of a 

number of inspector smart meters. The inspector meters 

exchange data with smart meters of consumers and compare 

the consumption measurements, and the differences between 

readings indicate possible fraud. 

 

5.2.4. Qualitative comparison 

Network oriented methods are based on power systems 

analysis and usually require the availability of network 

devices such as the observer meter. Power flow and energy 

balance methods are most popular, mainly due to their 

simplicity and applicability in distribution networks 

(especially LV). They have low data requirements, since 

next to smart metering data, they usually require observer 

meter data and sometimes network topologies. In contrast, 

state estimation methods present higher complexity, 

especially if applied to large low voltage (three phases, 

unbalanced) networks. In addition, they typically require 

more reliable and higher resolution data, including detailed 

network topologies and data coming from RTUs (especially 

if state estimation is performed at MV and LV level). On the 

other hand, state estimation methods perform better and can 

even detect “smarter” false data injection attacks. Both 

methods have been used for localizing fraud at substation 

level and consumer level, but state estimation seems to 

perform better than power flow/energy balance methods in 

consumer level localization. Optimal number of sensors and 

their placement for increasing network observability can be 

considered as part of NTL detection. After the devices are 

installed energy balance or state estimation methods may be 

implemented. 

 

6. CONCLUSIONS 

Various algorithms and methods to detect non-technical 

losses have been proposed in different research papers in 

recent years. According to their characteristics these 

methods and algorithms are grouped as discussed in Chapter 

2. However, there is scope for other categorizations also as 

well as new categories may be proposed in future work. It is 

difficult to compare each and every methods and algorithms, 

which one is most suitable, because there are unavailability 

of sufficient tested data sets and scenarios. However, each 

of them has their own merits and demerits for different sets 

of consumers, different network topologies and different 

types of fraud that are studied in different works. A 

subjective observation can be prepared on the basis of: 

• Performance: It is used to measure by the metrics 

presented in Chapter 4. Here, it can be concluded 

that the performance of the network-oriented 

methods is better than that of data-oriented 

methods, because of the utilization of the physical 

underlying model, i.e., the power system. In data-

oriented methods usually a model has developed 

where the existing data is fitted in a statistical 

manner in such a way that the data will be sensitive 

to the training sets and prone to false positives. For 

example, it happens when the consumption profile 

changes due to change in household residents or 

the usage of electrical devices is such that it might 

look like a fraud, unless these models are retrained. 

• Cost: Another important parameter of non-

technical losses identification process also related 

to the performance of the method/algorithm. It 

includes the purchase, installation and maintenance 

of software and hardware equipment that is 

essential for a specific method/algorithm as well as 

man-hour. The large number of false positives, that 

leads to increase in manual inspection costs or lost 

income, considered as bad performance are 

generally ignored during cost estimation. 

Compared to data-oriented methods, network-

oriented methods are considered to be costlier for 

implementation, because additional communication 

equipment may be required along with the observer 

meters and other remote sensing equipment. In 

network-oriented methods the initial as well as 

operating costs are more because of the use of 

advanced and complex software components. On 

the other hand, in data-oriented methods mainly 

medium or low-resolution data are used which is a 

regular part of automatic meter reading and billing 

process. So, the data-oriented methods can be 

easily implemented with the help of existing 

infrastructure with small development costs. In 

order to estimate the added value of new devices in 

detecting non-technical losses, there should be a 

cost benefit analysis to be performed. 

• Resources (data set size): Usually data-oriented 

method of non-technical losses identification can 

be generalized with large volumes of labelled data. 

On the other hand, high resolution and high-quality 

data is essential in network-oriented methods, 

volume of the data is not important here. Further, 

network-oriented methods also require a larger 

variety of data obtained from smart energy meters, 

observer meters and remote sensing units as well as 

network structure data. It may be concluded that 

network-oriented methods need data of large 

variety, but not necessarily large volume, while 

data-oriented methods require large data sets of 

small variety. 

• Class Imbalance: Data-oriented methods mainly 

depend on existing and confirmed cases of fraud 

either for training or validation. However, since 

frauds are not a common phenomenon, it is not 

easy to obtain these samples, unless another fraud 

detection system i.e., anomaly detection or a 

manual inspection operation are used. It is 

recommended that the special techniques should be 

used to ensure that the classifier does not favour to 

the majority class even if sufficient fraud samples 

are obtained. In network-oriented methods these 
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type of problem does not arise, because they do not 

require training data and here the fraud may be 

assumed even if positive samples are unavailable 

for testing. 

• Response Time: It can be concluded that the 

response time is lower in network-oriented 

methods than that of most of the data-oriented 

methods. This is because of that the verification of 

the physical model in network-oriented methods do 

not require large data, that means the system need 

not to wait for the accumulation of data till 

reaching a decision. Again, a lot of devices used in 

network-oriented methods provide high resolution, 

which also speeds up the process. On the other 

hand, the data-oriented methods depend on 

monthly or yearly consumer profiles which in 

general slows down the decision-making process. 
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