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Abstract-Organizations and society could face major breakdown if IT strategies do not comply with performance requirements. This is more so 

in the era of globalization and emergence of technologies caused more issues. Software design models might have latent and potential issues that 

affect performance of software. Often performance is the neglected area in the industry. Identifying performance issues in the design phase can 

save time, money and effort. Software engineers need to know the performance requirements so as to ensure quality software to be developed. 

Software performance engineering a quantitative approach for building software systems that can meet performance requirements. There are 

many design models based on UML, Petri Nets and Product-Forms. These models can be used to derive performance models that make use of 

LQN, MSC, QNM and so on. The design models are to be mapped to performance models in order to predict performance of system early and 

render valuable feedback for improving quality of the system. Due to emerging distributed technologies such as EJB, CORBA, DCOM and SOA 

applications became very complex with collaboration with other software. The component based software systems, software systems that are 

embedded, distributed likely need more systematic performance models that can leverage the quality of such systems. Towards this end many 

techniques came into existence. This paper throws light into software performance analysis and its present state-of-the-art. It reviews different 

design models and performance models that provide valuable insights to make well informed decisions. 
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I. INTRODUCTION 

Software performance engineering a quantitative approach 

for building software systems that can meet performance 

requirements [54]. It is not just another functional test as 

conceived by any people. Instead it strives to fill gaps in the 

software development process [55]. Queuing models can 

help in software performance engineering [59]. According to 

Woodside et al. [60] performance measurements are 

pertaining to comparing, load testing, testing, 

instrumentation, profiling, and tracing while the 

performance modelling is pertaining to scenario analysis, 

exploration of options, sensitivity, model generation and 

high-level models. Poor performance costs millions of 

dollars to the software industry. The make-or-break quality 

of software is based on responsiveness, performance, and 

scalability [8]. Performance testing plays a vital role in 

improving software quality and usability by unearthing 

potential faults and rectifying them [2].  

 

UML models can be used to derive performance models [4], 

[11], [12]. Petriu & Wang [5] explored architectural patterns 

to derive software performance models. Similarly Williams 

& Smith [10] used architectural approach to solve 

performance issues of software. Menascee and Gomaa [6] 

advocated the usefulness of combining both design and 

performance models for leveraging quality in C/S systems. 

Layered performance modelling can have profound impact 

on software development and delivery [9]. Queuing 

Network Models (QNM) are widely used for predicting 

performance of software. Balsamo et al. [21] made a very 

good review on this. To address delay and capacity 

estimation a scenario based performance engineering model 

was explored in [22] by employing Use Case Map (UCM) 

and the need for concurrency. Simulation models were 

explored in [17] and [23] for software performance 

modelling. To enhance software quality software refactoring 

was explored in [24], [89] and [93]. It is the extension to 

[104] and [102] towards improving accuracy in 

determination of components that are to be refactored. 

Moreover refactoring could be part of a quality cycle in 

software engineering [101]. A good review of refactoring 

models can be found in [94]. Performance models can also 

be used to design self managing computer systems with 

Quality of Service (QoS) controllers [25].  

 

Simulation and algebraic models are used for performance 

analysis of software architectures and concluded that 

integration of different techniques is more advantageous 

[27]. A good survey on model based performance 

engineering can be found in [29]. According to a survey in 

software industry 20% of modules cause 80% of faults. This 

notion was positively proved in Module-Order Model 

explored by Khoshgoftaar et al. [30] for performance 
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prediction. Software performance estimations were made by 

Johansson & Wartenberg [31] with respect to embedded 

platform where data is represented in the form of scenarios. 

Middleware performance attributes can also be incorporated 

into UML models [33]. A good review of UML based 

software process modelling languages can be found in [66]. 

Omari et al. [36] explored performance models for layered 

server systems in the environment containing replicated 

server equipped with parallel processing. Software 

performance analysis is made on UML models in [42] using 

component-based LQN.  

TABLE 1 

ABBREVIATIONS 

LQN Layered Queuing Network 

MSC  Message Sequence Chart 

QNM  Queuing Network Model 

C/S Client/Server 

VPN Virtual Private Network 

OMG Object Management Group 

MDA Model Driven Approach 

MDSPE Model Driven Software Performance 

Engineering 

UCM Use Case Map 

SPT Schedulability Performance and Time 

SE Software Engineering 

UML Unified Modelling Language 

OCL Object Constrained Language 

PMIF Performance Model Interchange 

Format 

XML  Extensible Markup Language 

UML-SPT Unified Modelling Language-

Schedulability Performance and Time 

EJB Enterprise Java Beans 

CORBA Common Object Request Broker 

Architecture 

WCF Windows Communication Foundation 

DCOM Distributed Component Object Model 

OLE Object Linking and Embedding 

TDPM Template Driven Performance 

Modelling 

SysML Systems Modelling Language 

DSE  Design Space Exploration 

PETTS Performance Engineering Tool for 

Tiered Systems 

MVC Model View Controller 

UI User Interface  

SPEDP Software Performance Engineering 

Development Process 

MOM Message Oriented Middleware 

SPL Software Product Line 

SOA Service Oriented Architecture 

 

Ganesan & Prevostini [45] proposed a method that fills gap 

between Systems Modelling Language (SysML) and Design 

Space Exploration (DSE). The latter is used to gain optimal 

performance in terms of size, cost, performance and power 

consumption. The combined model when applied to 

embedded systems for efficient modelling. Geo & Sair [48] 

focused on long term bottlenecks that have bearing on 

performance. They tool for analyzing such bottlenecks 

improved average performance by 7%. According to 

Woodside et al. [52], the future of performance engineering 

depends on the comprehensive models that are result of 

robust combination of many models with convergence 

between modelling approaches and measurements. Software 

models and platform models could be integrated for better 

performance analysis.  

 

Unknown service demand parameters are one of the 

problems in software performance models. Menasce [56] 

focused on this issue and provided a method using closed 

form solution with accuracy in predicted response times. 

There are some Java Modelling Tools for performance 

evaluation [103]. Software performance models can also be 

used to derive performance metrics that can be used to 

evaluate performance [68]. The rest of the paper throws 

more details into the software performance modelling.  

 

Our main contribution in this paper is the study and review 

of the present state-of-the-art on software performance 

analysis. The design models and performance models which 

are found in the literature are reviewed to provide insights. 

The remainder of the paper is structured as follows. Section 

2 provides software performance models. Section 3 throws 

light into performance prediction of component based 

applications. Section 4 focuses on object constrained 

language and its impact on SE activities. Section 5 provides 

performance engineering tools for tiered software systems. 

Section 6 provides more details on software performance 

engineering. Section 7 throws light into important discussion 

and findings while session 8 concludes the paper besides 

providing directions for future work.  

 

II. SOFTWARE PERFORMNACE MODELS  

Software quality characteristics like as performance, 

reusability, reliability and maintainability are influenced by 

software architecture. Towards this end Petriu et al. [1] 

proposed Layered Queuing Network (LQN) models based 

on the UML descriptions. The performance model and 

system architecture are related. This model was applied to 

telecommunication system where the model identified the 

bottleneck movements among components based on the 

load. Similar case study was explored in [13] and [26] for 

qualitative analysis of different protocols performance 

validation respectively. Omari et al. [40] also explored 

LQNs as part of an analytical model for C/S systems. 

Aquilani et al. [3] used Message Sequence Charts (MSC) to 

derive performance models pertaining to software 
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architectures automatically. In the process Queuing Network 

Models (QNMs) are automatically derived and evaluated. 

Modelling of software contention was explored in [7], [14] 

and [98] using queuing networks and two-level iterative 

queuing model respectively.  

 

Virtual Private Networks (VPNs) are widely used in the real 

world for secure communications and they have their 

influence on performance of networks due to measures like 

compression and encryption. Pena & Evans [15] evaluated 

performance of such networks and found that CPU usage 

and transference speed was degraded due to VPN. Xu et al. 

[16] explored UML profile for performance analysis of 

software design in terms of time, performance and 

schedulability. Profile is the language extension for UML 

given by OMG. Performance targets considered are 

throughput, response time and utilization of resources. The 

performance improvement strategy described in [16] makes 

use of LQN, cloning bottlenecks and other possible 

solutions. It is an iterative process where bottlenecks are 

identified and resolved until a satisfactory solution is 

converged. Normalized utilization is the technique used to 

determine bottlenecks. The system also distinguishes 

between real bottlenecks from others. UML Profiles are also 

explored in [20] and [32] in terms of roles Schedulability 

Performance and Time (SPT). UML-SPT is a software 

performance tool explored in [41].  

 

Balsamo & Marzolla [17] proposed a simulation based 

model for performance evaluation that makes use of 

architectures available in the form of UML. The simulation 

model is derived from the UML model that includes 

workloads, resources, steps, and parameters. The simulation 

model provides sufficient feedback to the UML model. Thus 

this approach can iteratively improve the performance of the 

system. UML Profile is used for annotations as also done in 

[16]. There are some issues such as statistical uncertainty 

with UML performance annotations [99].  However, unlike 

[16], a simulation model is used for performance modelling. 

A web based video streaming application is used for 

experiments that revealed that the system satisfies 

performance requirements.  

 

Traore et al. [18] proposed a Model Driven Approach 

(MDA) to analyze performance of distributed systems. 

Model Driven Software Performance Engineering (MDSPE) 

is the main focus of the work of Traore et al. The model 

make use of performance related activities at every phase of 

life cycle, performance requirements in analysis phase, 

performance annotation and performance analysis at design 

level, and performance testing at coding level. Queuing 

model is employed to for better performance. Different 

performance models can be integration in software 

development process. The performance models include 

Queuing Networks (QN), Stochastic Process Algebras 

(SPA) and Stochastic Timed Petri nets (STPN). These 

models do have their own expressiveness in order to realize 

performance analysis of software systems. Integration of the 

models can yield synergetic effect in improving quality [28].  

 

III. PERFORMANCE PREDICTION OF 

COMPONENT-BASED APPLICATIONS 

 

Distributed computing technologies such as Enterprise Java 

Beans (EJB), DCOM (Distributed Component Object 

Model), WCF (Windows Communication Foundation), and 

Common Object Request Broker Architecture (CORBA) 

help in building component based applications. Wojtek 

Kozaczynski and Grady Booch (1998) [106] explored 

component based software engineering. Their article throws 

light into the need for component based engineering 

practices in software development. Component can be 

understood as a reusable software program or piece of code 

that can be accessed from remote place as well. Moreover 

the component can be accessed from other platforms as well. 

A component developed in one language can be invoked 

from other language program as well. This encourages 

interoperable software development. The component 

technology is predominant in case of hardware. In a 

computer system mouse, keyboard, monitor and all parts are 

from different companies but still they are working together. 

This is actually known as componentization of development. 

This makes people easy to switch to different components 

based on the requirements. Software development also 

started using this component technology. It is realized in the 

form of Enterprise Java Beans originally released by Sun 

Microsystems, SAP’s component technology, Microsoft’s 

DNA project and IBM’s San Francisco Project to mention 

few among the component technologies or projects (Wojtek-

1998-1). Microsoft’s Component Object Model (COM) and 

Distributed Component Object Model (DCOM) are best 

examples in which software is built in the form of 

component based software development. The Enterprise 

Java Beans (EJB) and Web services technologies support 

component development. Irrespective of the platform in 

which a component is built, it can be involved from program 

in any other platform. All distributed component 

technologies support component development and 

invocation from a remote place.  

 

Java platform and Microsoft.NET platform provide 

distributed component technologies. From Java platform 

EJB, Remote Method Invocation (RMI), Web Services and 

Java Messaging Service (JMS) are examples of the 

technologies that support component development. The 

components that are run in distributed environment can help 

integrate businesses in the real world irrespective of their 

technology platforms (Wojtek-1998-1). Object oriented 

programming and its flexible development with code 

reusability and resembling real world solutions made it 

possible to have component based software development 

(CBSE). CBSE goes a long way in developing useful 

applications in the real world. The e-commerce applications 

such as Amazon are leveraging the component technologies 
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in order to have communication among the servers of 

different vendors seamlessly. Therefore it is essential to 

promote CBSE kind of programming so as to get benefits 

from business integration and reusability of software so that 

time and money can be saved in the software industry and in 

the real world.  

 

Common Object Request Broker Architecture (CORBA) is 

another distributed component development platform that 

helps developing reusable software components (Wojtek-

1998-1). Object Linking and Embedding (OLE) is one of the 

best examples to know how component technology can be 

leveraged to reuse software. An application might have 

certain features. Other applications need not to rebuild such 

features. They can use OLE technology in order to reuse 

those features without rebuilding it. Therefore the theme 

behind CBSE is that do not reinvent the wheel. Based on 

this theme component software development goes on in 

future also. Towards this end many companies including 

Object Management Group (OMG) contributed. The 

concept of reusable software component development will 

go on in future also. The way hardware components can be 

replaced with new components, the software components 

also can be replaced with new ones. Therefore the 

component development technology is based on the standard 

interfaces and that will work fine as far as interface 

standards are followed (Wojtek-1998-2).  

 

Hon Hopkins (2000) [105] focused on the component 

technology and the need for software component 

development in order to leverage reusability and gain 

economic advantages in the real world. Component is 

defined as unit of composition with standard interfaces in 

such a way that other components can interact with it. There 

have been attempts to build reusable software components 

that can be used quickly to build complex business systems. 

Reusability ad Ease of Maintenance is the two advantages of 

the software component development. The object oriented 

model and component based model go hand in hand. Both 

complement each other. Thus there is promotion of 

component based software development. Distributed 

Component Object Model (DCOM) is the best example 

from Microsoft that is based on the component technology. 

However, these components are platform independent and 

largely limited to Windows Operating System. From OMG 

Common Object Request Broker Architecture (CORBA) 

came into existence. This is also a distributed technology 

that enables components developed in any platform to 

invoke CORBA components with standard interfaces (Hon-

2000-2). The main difference between DCOM and CORBA 

is that CORBA is platform independent while the DCOM is 

not. Extensible Mark-up Language (XML) plays a vital role 

in achieving communication between heterogeneous 

components.  

 

Unified Modelling Language (UML) also incorporated 

provision for component based development. A component 

is a piece of software that can be reused. Moreover, it is 

interoperable with other components. The components 

developed in different languages can interact with each other 

so as to avoid reinventing wheel in future endeavours. The 

reusability and ease of maintenance are the two major 

advantages of the component development model. 

Components are mainly used in distributed applications. 

This is because the distributed applications run on different 

machines with different platforms. In this complex scenario, 

it is essential to have software component that can be used 

or invoked by other components irrespective of their 

location with standard interfaces. DLL hell was the problem 

with component technology using COM and DCOM. This 

problem is limited to Windows platform. However, 

Microsoft improved DCOM in order to improve the 

situation to leverage the component development 

technologies and their usage in the software industry. 

However, there are many other issues that are to be 

overcome in order to speed up the software developing 

based on component technologies. The issues include 

availability of different platforms, different architectures, 

specificity, versioning, quality, and the features that form 

hurdles for component development (Hon-2000-4).  

 

The performance predication methodology presented in [34] 

considers two aspects such as modelling container 

components and application components that work in 

tandem with container components. The methodology 

includes performance predication model at design-level. It 

contains a quantitative performance model that use of inputs 

from application-independent performance profiles. EJB 

application was considered to have predictions based on the 

said methodology.   

 

Web services can also be used to participate in performance 

modelling. Since web services are the components that can 

be involved in inter-operable fashion, performance model 

web service was built in [38]. Performance models might 

have different format for model information. Smith & Llado 

[39] explored an interchange format namely Performance 

Model Interchange Format (PMIF) that facilitates 

transforming model information from one performance 

model to another performance model. Thus it is possible to 

have multiple models in place based on the requirements. 

The PMIF is based on XML standards. In [44], [65] and [51] 

similar kind of interchange format was presented. Template 

Driven Performance Modelling (TDPM) was made in [43] 

on EJB components.  

 

IV. OBJECT CONSTRAINED LANGUAGE AND 

ITS IMPACT ON SE ACTIVITIES 

Software Engineering (SE) is the branch of computer 

science which deals with developing good software. Unified 

Modelling Language (UML) has associated Object 

Constrained Language (OCL) which is used to make the 

design models more precise and accurate. Therefore it can 
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be assumed that OCL has its impact on the SE activities. 

The hypothesis that OCL can improve the precision of 

software design models was investigated in [35] on three 

software engineering activities such as impact analysis of 

changes, functionality of software and the robustness of 

system logic. The experiments on hypothesis proved that the 

OCL has significant impact on SE activities and it also 

leverages the abilities of software engineers. The OCL usage 

also costs but it depends on the tool being used. The 

experiments covered defect detection, comprehension and 

maintenance. Performance evaluation is influenced by 

certain factors as explored in [37]. For instance the metrics 

used in performance evaluation are sensitive to different job 

classes. The measures are not working impartially with 

different workloads. Therefore it is essential to consider 

these facts and some workload attributes do not need 

modelling.  

 

V. PERFORMANCE ENGINEERING TOOLS 

FOR TIERED SOFTWARE SYSTEMS 

Tired architecture is commonly used in software systems. 

Generally web based applications are built using 3-tier 

model. That way there are n-tier applications that need to be 

considered for performance engineering. To evaluate 

performance of such systems Sharma et al. [46] presented a 

tool. Different tiers might run on different machines in 

distributed environment. The performance model needs to 

consider such environment and needs to consider 

performance issues such as think time of client, range of 

clients and so on. They used performance analysis tool 

named Performance Engineering Tool for Tiered Systems 

(PETTS) developed by them for performance analysis of 

tiered systems. Enterprise applications with multiple tiers 

built in either JAVA or .NET platforms can have different 

factors to be considered for performance evaluation. The 

factors include security, cost, web services, vendor and 

dependency. The complexity of tiers brings about 

performance issues in enterprise applications. There are 

architectural patterns that could reduce the complexity of 

enterprise applications. They include Model View 

Controller (MVC), PCMEF and XWA [49]. Modelling of 

such systems can be improved or enhanced using LQNs 

[61].  

Web based software systems need certain resources based 

on the tiers they have. Mean Value Analysis (MVA) 

algorithm proposed by Boga´rdi-Me´szo¨ly et al. can help in 

building improved performance models as they can reduce 

computational cost and complexity besides producing 

measures or metrics with high accuracy [62]. Rule based 

navigations are included in web applications. Xu [63] 

proposed a framework that supports performance diagnosis 

and improvement of role based software systems. The model 

contains many phases like extract model, solve, generate 

rules, make decisions and design software. The design level 

consideration helps in early modification of models for 

improving quality of software.  

 

VI. FRAMEWORKSFOREFFICIENT 

SOFTWARE PERFORMANCE EVALUATION AND 

OPTIMIZATION 

Response Surface Methodology (RSM) was proposed in 

[50] as part of automatic framework for performance 

evaluation and optimization. The framework was named as 

Response Surface and Importance Framework (RS-IF). 

Capacity planning and total cost problems were explored 

with this tool. There were three servers included for 

performance model namely UI server, event server and 

database server. Markov model was used to demonstrate the 

proof concept. RSM is a mathematical technique used to 

evaluate performance of software systems. Importance 

based process can help reduce unnecessary computations. 

Thakkar et al. [57] proposed a framework for automatically 

building performance models based on measurements. 

Pelliccione et al. [64] proposed a framework known as 

CHARMY. This framework is used to design and verify 

architectural specifications. They also had transformation to 

generate Java code from verified design specifications. Thus 

the tool is supporting iterative modelling and evaluation of 

architectures involved in software development.  

 

VII. MORE ON SOFTWARE PERFORMANCE 

ENGINEERING 

Software development process involves a plethora of 

performance issues. It is essential to evaluate software 

performance. Mapping the UML model at design phase into 

a performance model is one of the widely used approaches 

[91]. Distefano et al. [67] came up with guidelines that can 

be used to have performance models that are 

ArgoPerformance compliant. The design process is 

considered as software performance engineering 

development process (SPEDP) which must use certain 

notations, rules and guidelines in order to have pre-defined 

syntax and semantics that can help in evaluation. Since 

performance is one of the overlooked aspects in software 

development, it is imperative to have such thing in the 

design phase itself. From the software architecture model, 

performance model is built. Then the model is applied to 

web-based video application. The performance model is thus 

able to provide required feedback so as to improve the 

quality of the system.  

Performance prediction is the ability to estimate the 

performance of an application in the design phase. This kind 

of research was found in [68] where an algorithm was 

proposed. The algorithm was tested with a web based 

application in terms of computational complexity, response 

time, and computation time. Regression techniques are 

widely used in performance prediction of software. 

Especially parameter estimation pertaining to software 
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performance can be achieved using these techniques [70]. 

Performance modelling or performance predication became 

more important due to the invent of distributed technologies 

like Web Services. In [71] and [79] performance 

engineering was applied a video application that depends on 

web services. The performance of video provider web 

service was predicted. It could fix bugs in the design phase. 

Traore et al. [73] explored UML-based performance 

modelling for applications that are made up of distributed 

components. Performance annotations are given to every 

operation in the enterprise application. The annotations are 

used to model performance evaluation. The model-driven 

SPE process thus used UML profile for SPT. Similarly 

networking and OLTP applications can be subjected to 

performance modelling [74], [75].  

 

Software Product Line (SPL) is nothing but a set of products 

that are related and formed from a shared set of assets. 

Tawhid & Petriu [76] derived performance models 

automatically from SPL. UML Profile MARTE from OMG 

was used to achieve this. The standard annotations provided 

by MARTE can help in deriving performance model that 

can be represented as a LQN. This is applied to a distributed 

e-commerce application based on variability model of SPL. 

Consistency rules play a vital role in software performance 

models. In [77] they are used to present an automated 

approach that detects inconsistencies in the design of a 

software system. Palladio architectural models are also used 

in software engineering. Performance antipatterns might be 

associated with such models. Trubiani & Koziolek [78] 

presented a model that could automatically detect software 

performance antipatterns thus improving performance of the 

system by 50%. Song et al. [80] proposed a learning based 

mechanism that predicts defect-proneness in given software 

system. Another important form which is used along with 

QN models is product-form which was used to represent 

different systems in communication and production. Service 

Oriented Architecture (SOA) UML profile was explored in 

[90] for real time embedded systems in distributed 

environment. Stereotypes and metamodels were used for 

achieving performance evaluation. The solution was also 

applicable to multiple devices that run in a distributed 

environment. In [97] software performance evaluation is 

made for an embedded system pertaining to polar satellite 

antenna control.  

 

VIII. DISCUSSION & FINDINGS 

Requirements gathering should also include performance 

requirements of the system [82] while performance targets 

are to be identified in the process clearly [83]. The 

performance requirements can be evaluated using UML-

JMT proposed in [85]. Capacity management can also be 

covered at the time of design [84]. High Performance 

Computing (HPC) is the area where performance 

engineering is lacking [69]. Message Oriented Middleware 

(MOM) is found another area where further research is 

required. The middleware and its clients work in loosely 

coupled environment. The dependency among the 

components can be analyzed besides predicting performance 

[72]. Product – forms [81] is one of the models used in 

performance engineering which were used to analyze 

resource sharing systems. UML to Petri Nets concept was 

explored for performance modelling in [86]. The model was 

based on Performance Context Model (PCM). It maps PCM 

to performance domain. Queuing Petri Nets is an extension 

to Petri Nets that are very powerful in modelling hardware 

contention and strategies for scheduling [92]. Incorporating 

SLAs at design level and achieving a performance model is 

very challenging problem that needs further research [87]. 

Software architects can explore performance and cost model 

besides using design space exploration tool and modern 

performance models for effectively predicting performance 

[88]. Performance models can help organizations to choose 

best hardware and software with expert decision making 

strategies as explored in [95].  

Software performance models can provide automated 

feedback that can be used to improve systems [95]. This is 

the motivation for all modern model-driven techniques. 

Filters such as Kalman Filter are also used with performance 

models. To estimate parameter and tracking then can be 

done using filters [100]. Annotated UML model is explored 

in [91] for software performance modelling. Software 

product line is the less explored area with respect to 

software performance modelling [76]. Consistency rules 

play a vital role in software performance models [77]. From 

the review of different kinds of performance models it is 

understood that there are many case studies which were less 

explored. For instance distributed component models that 

make use of distributed computing technologies like EJB, 

DCOM, CORBA and so on can be explored further for 

performance modelling. There is scope for more research 

into embedded systems. The emerging technologies like 

cloud computing and mobile computing technologies are 

good candidates for further research.  

 

IX. CONCLUSIONS AND FUTURE WORK 

 

In this paper we focused on software performance 

engineering. We reviewed considerable literature to have 

insights into the performance aspects of software industry. 

Interestingly it is understood that performance modelling 

was the neglected area. Identifying and addressing 

performance issues play vital role in improving quality of 

software. Since software performance is one of the most 

critical factors in the modern software development, this 

paper throws light into different design models and 

performance models and the need for performance 

modelling. The essence of performance modelling in the 

design phase is to unearth potential bugs in the early stages 

of SDLC. This will save time, money and effort besides 

increasing success rate in software development and 

delivery of time-to-market products. The design models 

available are UML, Petri Nets and Product-Forms that could 
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be mapped to performance models. Stated differently, the 

design models can be effectively used to derive performance 

models. Performance models provide essential feedback for 

improving quality of software. Model-Driven software 

process engineering has been around and that needs to be 

improved keeping performance requirements in mind. In 

fact, the performance aspects are to be considered in the 

design itself to ensure that the outcome of the development 

will meet performance requirements. This research is 

extended further to have case-studies that were less explored 

besides proposing new performance models.  
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