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Abstract: Data mining is gaining popularity in disparate research fields due to its boundless applications and approaches to mine the data in an 

appropriate manner. Owing to the changes, the current world acquiring, it is one of the optimal approach for approximating the nearby future 

consequences. Along with advanced researches in healthcare monstrous of data are available, but the main difficulty is how to cultivate the 

existing information into a useful practices. To unfold this hurdle the concept of data mining is the best suited. Data mining have a great potential 

to enable healthcare systems to use data more efficiently and effectively. Hence, it improves care and reduces costs. This paper reviews various 

Data Mining techniques such as classification, clustering, association, regression in health domain. It also highlights applications, challenges and 

future work of Data Mining in healthcare.    
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1.Introduction 

In the early 1970’s, it was very costly to store the data or 

information. But due to the advancement in the field of 

information gathering tools and WWW in the last twenty-

five years, we have seen huge amount of information or data 

are available in electronic format. To store such a large 

amount of data or information the sizes of databases are 

increased very rapidly. Such type of databases consist very 

useful information. This information may be very useful for 

decision making process in any field. It becomes possible 

with the help of data mining or Knowledge Discovery in 

Databases (KDD). Data mining is the process of extracting 

the useful information from a large collection of data which 

was previously unknown [1]. A number of relationships are 

hidden among such a large collection of data for example a 

relationship between patient data and their number of days 

of stay [2].  

With the help of figure 1 five stages are identified in 

knowledge discovery process [3, 4, and 5].  

With the help of raw data the first stage starts and ends with 

extracted knowledge which was captured as a result of 

following stages as shown in figure 1:  

• Selection   

The data is selected according to some criteria in this stage. 

For example, a bicycle owns by all those people, we can 

determine subsets of data in this way.  

• Preprocessing  

This stage removes that information which is not necessary 

for example while doing pregnancy test it is not necessary to 

note the sex of a patient. It is also known as data cleansing 

stage.  

• Transformation  

This stage transformed only those data which are useful in a 

particular research for example only data related to a 

particular demography is useful in market research.  

• Data mining  

Data mining is a stage knowledge discovery process. This 
stage is useful for extracting the meaningful patterns from 
data.  

• Interpretation and evaluation  

The meaningful patterns which the system identified are 

interpreted into knowledge in this stage. This knowledge 

may be then useful for making useful decisions.   

1.1Significance of Data Mining in  

Healthcare  

Generally all the healthcare organizations across the world 

stored the healthcare data in electronic format. Healthcare 

data mainly contains all the information regarding patients as 

well as the parties involved in healthcare industries. The 

storage of such type of data is increased at a very rapidly 

rate. Due to continuous increasing the size of electronic 

healthcare data a type of complexity is exist in it. In other 

words, we can say that healthcare data becomes very 

complex. By using the traditional methods it becomes very 

difficult in order to extract the meaningful information from 

it. But due to advancement in field of statistics, mathematics 

and very other disciplines it is now possible to extract the 

meaningful patterns from it. Data mining is beneficial in 

such a situation where large collections of healthcare data 

are available.  
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Figure 1: Stages of Knowledge Discovery Process 

 

Data Mining mainly extracts the meaningful patterns which 

were previously not known. These patterns can be then 

integrated into the knowledge and with the help of this 

knowledge essential decisions can becomes possible. A 

number of benefits are provided by the data mining. Some of 

them are as follows: it plays a very important role in the 

detection of fraud and abuse, provides better medical 

treatments at reasonable price, detection of diseases at early 

stages, intelligent healthcare decision support systems etc. 

Data mining techniques are very useful in healthcare 

domain. They provide better medical services to the patients 

and helps to the healthcare organizations in various medical 

management decisions. Some of the services provided by the 

data mining techniques in healthcare are: number of days of 

stay in a hospital, ranking of hospitals, better effective 

treatments, fraud insurance claims by patients as well as by 

providers, readmission of patients, identifies better 

treatments methods for a particular group of patients, 

construction of effective drug recommendation systems, etc 

[2]. Due to all these reasons researchers are greatly 

influenced by the capabilities of data mining. In the 

healthcare field researchers widely used the data mining 

techniques. There are various techniques of data mining. 

Some of them are classification, clustering, regression, etc. 

Each and every medical information related to patient as 

well as to healthcare organizations is useful. With the help of 

such a powerful tool known as data mining plays a very 

important role in healthcare industry. Recently researchers 

uses data mining tools in distributed medical environment in 

order to provide better medical services to a large proportion 

of population at a very low cost, better customer relationship 

management, better management of healthcare resources, 

etc. It provides meaningful information in the field of 

healthcare which may be then useful for management to take 

decisions such as estimation of medical staff, decision 

regarding health insurance policy, selection of treatments, 

disease prediction etc., [6-9]. Dealing with the issues and 

challenges of data mining in healthcare [10, 11].  In order to 

predict the various diseases effective analysis of data mining 

is used [12-21]. Proposed a data mining methodology in 

order to improve the result [22-24] and proposed new data 

mining methodology [25, 26] and proposed framework in 

order to improved the healthcare system [27-31].   

 

2.Data Mining Techniques 

2.1Classification   

Classification is one of the most popularly used methods of 

Data Mining in Healthcare sector. It divides data samples 

into target classes. The classification technique predicts the 

target class for each data points. With the help of 

classification approach a risk factor can be associated to 

patients by analyzing their patterns of diseases. It is a 

supervised learning approach having known class categories. 

Binary and multilevel are the two methods of classification. 

In binary classification, only two possible classes such as, 

“high” or  

“low” risk patient may be considered while the multiclass 

approach has more than two targets for example, “high”, 

“medium” and “low” risk patient.Data set is partitioned as 

training and testing dataset. It consists of predicting a certain 

outcome based on a given input. Training set is the 

algorithm which consists of a set of attributes in order to 

predict the outcome. In order to predict the outcome it 

attempts to discover the relationship between attributes. Goal 

or prediction is its outcome. There is another algorithm 

known as prediction set. It consists of same set of attributes 

as that of training set. But in prediction set, prediction 

attribute is yet to be known. In order to process the 

prediction it mainly analyses the input. The term which 

defines how “good” the algorithm is its accuracy. Consider a 

medical database of Pawti Medical Center, training set 

consists all the information regarding patient which were 

recorded previously. Whether a patient had a heart problem 

or not is the prediction attribute there.  With the help of table 
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1 given below we demonstrates the training sets of such 

database.  

Table 1 – TRAINING AND PREDICTION SETS FOR  

PAWTI MEDICAL DATABASE Training 

Set  

Age  Heart rate  Blood 

pressure  

Heart 

problem  

45  75  140/64  Yes  

28  85  101/60  No  

38  62  105/55  No  

Prediction Set 

Age  Heart rate  Blood 

pressure  

Heart 

problem  

33  89  142/82  ?  

45  52  102/56  ?  

87  83  138/61  ?  

 

In order to disembosom the knowledge, classification 

predicts rules. Prediction rules are divulged in the form of 

IF-THEN rules.  With the help of above example, a rule 

predicting the first row in the training set may be represented 

as follows:  

IF (Age=45 AND Heart rate>75) OR (Age>44 AND Blood 

pressure>139/60) THEN Heart problem=yes  

Following are the various classification algorithms used in 

healthcare:  

2.1.1K-Nearest Neighbor (K-NN)  

K-Nearest Neighbor (K-NN) classifier is one of the simplest 

classifier that discovers the unidentified data point using the 

previously known data points (nearest neighbor) and 

classified data points according to the voting system [6].  

Consider there are various objects. It would be beneficial for 

us if we know the characteristics features of one of the 

objects in order to predict it for its nearest neighbors because 

nearest neighbor objects have similar characteristics. The 

majority votes of K-NN can play a very important role in 

order to classify any new instance, where k is any positive 

integer (small number). It is one of the most simple data 

mining techniques. It is mainly known as Memory-based 

classification because at run time training examples must 

always be in memory [22]. Euclidean distance is calculated 

when we take the difference between the attributes in case of 

continuous attributes. But it suffers from a very serious 

problem when large values bear down the smaller ones. 

Continuous attributes must be normalized in order to take 

over this major problem so that they have same influence on 

the distance measure between distances [23].  

K-NN has a number of applications in different areas such as 

health datasets, image field, cluster analysis, pattern 

recognition, online marketing etc. There are various 

advantages of KNN classifiers. These are: ease, efficacy, 

intuitiveness and competitive classification performance in 

many domains. If the training data is large then it is effective 

and it is robust to noisy training data. A main disadvantage 

of KNN classifiers is the large memory requirement needed 

to store the whole sample. If there is a big sample then its 

response time on a sequential computer will also large.  

 

2.1.2 Decision Tree (DT)  

DT is considered to be one of the most popular approaches 

for representing classifier. We can construct a decision tree 

by using available data which can deal with the problems 

related to various research areas. It is equivalent  to the 

flowchart in which every non-leaf nodes denotes a test on a 

particular attribute and every branch denotes an outcome of 

that test and every leaf node have a class label. Root node is 

the top most node of a decision tree. For example, with the 

help of medical readmission decision tree we can decide 

whether a particular patient requires readmission or not. 

Knowledge of domain is not required for building decision 

regarding any problem. The most common use of Decision 

Tree is in operations research analysis for calculating 

conditional probabilities [24]. Using Decision Tree, decision 

makers can choose best alternative and traversal from root to 

leaf indicates unique class separation based on maximum 

information gain [25]. Decision Tree is widely used by many 

researchers in healthcare field. Several advantages of 

decision tree as follows: Decision trees are self–explanatory 

and when compacted they are also easy to follow. Even set 

of rules can also be constructed with the help of decision 

trees. Hence, representation of decision tree plays a very 

important role in order to represent any discrete-value 

classifier because it can be capable to handle both type of 

attributes, nominal as well as numeric input attributes. If any 

datasets have missing or erroneous values, such type of 

datasets can be easily handled by decision trees. Due to this 

reason decision tree can be considered to be nonparametric 

method.  The meaning of above sentence is that there is no 

need to make assumptions regarding distribution of space 

and structure of classifier. Decision trees have several 

disadvantages. These are as follows: Most of the algorithms 

(like ID3 and C4.5) require that the target attributes have 

only discrete values because decision trees use the divide 

and conquer method. If there are more complex interactions 

among attributes exist then performance of decision trees is 

low. Their performance is better only when there exist a few 

highly relevant attributes. One of the reasons for this is that 

other classifiers can compactly describe a classifier that 

would be very challenging to represent using a decision tree. 

A simple illustration of this phenomenon is replication 

problem of decision trees [26], and the greedy characteristic 

of decision trees leads to another disadvantage. This is its 

over-sensitivity to the training set, irreverent attributes and 

to noise [27].  

Classification Techniques Examples in Healthcare  

Hu et al., used different types of classification methods such 

as decision trees, SVMs, Bagging, Boosting and Random 
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Forest for analyzing microarray data [27]. In this research, 

experimental comparisons of LibSVMs, C4.5, BaggingC4.5, 

AdaBoostingC4.5, and Random Forest on seven micro-array 

cancer data sets were conducted using 10-fold cross 

validation approach on the data sets obtained from Kent 

Ridge Bio Medical Dataset repository. On the basis of the 

experimental results, it has been found that Random Forest 

classification method performs better than all the other used 

classification methods [27].  

Breast cancer is one of the fatal and dangerous diseases in 

women. Potter et al., had performed experiment on the 

breast cancer data set using WEKA tool and then analyzed 

the performance of different classifier using 10-fold cross 

validation method [28].  

Huang et al., constructed a hybrid SVM-based diagnosis 

model in order to find out the important risk factor for breast 

cancer because in Taiwan, women especially young women 

suffered from breast cancer. In order to construct the 

diagnosis model, several types of DNA viruses in this 

research are studied. These DNA viruses are HSV-1 (herpes 

simplex virus type-1), EBV (Epstein-Barr virus), CMV 

(cytomegalovirus), HPV (human papillomavirus), and HHV-

8 (human hepesvirus-8). On the basis of experimental 

results, either {HSV-1,HHV-8} or {HSV-1,HHV-

8,CMV}can achieved the identical high accuracy. The main 

aim of the study was to obtain the bioinformatics about the 

breast cancer and DNA viruses. Apart from SVM-based 

model, another type of diagnosis model called LDA (Linear 

discriminate analysis) was also constructed in this research. 

After comparing the accuracies of both SVM and LDA, the 

accuracy of SVM was far better than that of LDA [29].  

Classification techniques were used for predicting the 

treatment cost of healthcare services which was increased 

with rapid growth every year and was becoming a main 

concern for everyone [20].  

Khan et al., used decision tree for predicting the 

survivability of breast cancer patient [21].  

Chang et al., used an integrated decision tree model for 

characterize the skin diseases in adults and children. The 

main focus of this research was to analyze the results of five 

experiments on the six major skin diseases. The main aim of 

this research was to construct the best predictive model in 

dermatology by using the decision tree and combine this 

decision tree with the neural network classification methods. 

On the basis of experimental result, it has been found that 

neural network has 92.62% accuracy in prediction of skin 

diseases [22].  

Das et al., proposed a intelligent medical decision support 

system based on SAS software for the diagnosis of heat 

diseases. In order to construct the proposed system, neural 

networks method was mainly used. In this research, 

experiments were performed on the data taken from 

Cleveland heart disease database. On this basis of 

experiments, it has been found that neural networks have 

89.01% accuracy [23].   

Curiacet al., analyzed the psychiatric patient data using BBN 

in order to identify the most significant factors of psychiatric 

diseases and their correlations by performing experiment on 

real data obtained from Lugoj Municipal Hospital. In this 

research, it has been found that BBN plays a very important 

role in medical decision making process in order to predicate 

the probability of a psychiatric patient on the basis detected 

symptoms [64].  

Liu et al., develop a decision support system using BBN for 

better analyzing risks that were associated with health. With 

the help of using BBN in order to construct dose-response 

relationship and in order to predict the human disease and 

cancer risks due to specific toxic substance are the major 

objectives of this research [25].  

3.DATA MINING CHALLENGES IN HEALTHCARE 

As we know that a lot of healthcare data is generated and 

stored by various healthcare organizations. But there are 

various challenges related to healthcare data which may play 

serious hurdles in the making proper decisions. The first 

challenge with healthcare data is the format of data being 

stored is different in different healthcare organizations. Till 

date there is no standard format is laid down for data being 

stored. In epidemic situations this lack of standard format 

can make the epidemic situations even more worse. Suppose 

that an epidemic disease is spread within a country at its 

different geographical regions. The country health ministry 

requires that all the healthcare organizations must share their 

healthcare data with its centralized data warehouse for 

analysis in order to take all the essential steps so that 

epidemic situation may get resolve. But since the formats of 

data is different. Hence, the analysis of data may take longer 

time than usual. Due to this it may be possible that the 

situation may become out of control. The healthcare data is 

very useful in order to extract the meaningful information 

from it for improving the healthcare services for the patients. 

To do this quality of data is very important because we 

cannot extract the meaningful information from that data 

which have no quality. Hence, the quality of data is another 

very important challenge. The quality of data depends on 

various factors such as removal of noisy data, free from 

missing of data etc. All the necessary steps must be taken in 

order to maintain the quality in healthcare data. Data sharing 

is another major challenge. Neither patients nor healthcare 

organizations are interested in sharing of their private data. 

Due to this the epidemic situations may get worse, planning 

to provide better treatments for a large population may not 

be possible, and difficulty in the detection of fraud and abuse 

in healthcare insurance companies etc. Another challenge is 

that in order to build the data warehouse where all the 

healthcare organizations within a country share their data is 

very costly and time consuming process.  

4.CONCLUSION AND FUTURE WORK 

For any algorithm its accuracy and performance is of greater 

importance. But due to presence of some factors any 

algorithm can greatly lost the above mentioned property of 

accuracy and performance. Classification is also belongs to 

such an algorithm. Classification algorithm is very sensitive 
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to noisy data. If any noisy data is present then it causes very 

serious problems regarding to the processing power of 

classification. It not only slows down the task of 

classification algorithm but also degrades its performance. 

Hence, before applying classification algorithm it must be 

necessary to remove all those attributes from datasets who 

later on acts as noisy attributes. Feature selection methods 

play a very important role in order to select those attributes 

who improves the performance of classification algorithm.  

Clustering techniques are very useful especially in pattern 

recognitions. But they suffer from a problem on choosing the 

appropriate algorithm because regarding datasets they do not 

have information. We can choose partitional algorithm only 

when we know the number of clusters. Hierarchical 

clustering is used even when we do not know about the 

number of clusters. Hierarchical clustering provides better 

performance when there is less datasets but as soon as 

volume of datasets increases its performance degrades. To 

overcome this problem random sampling is very beneficial.  

In hierarchical clustering, if the data is too large to be 
presented in a dendrogram, the visualization capability is 
very poor. One possible solution to this problem is to 
randomly sample the data so that users can properly 
understand the overall grouping/similarity of the data using 
the dendrogram that is generated with the sampled data. The 
main drawback to the use of hierarchical clustering 
algorithms is cubic time complexity. This complexity is such 
that the algorithms are very much limited for very large data 
sets. As the result, the hierarchical algorithms are much 
slower (in computational time) than partitional clustering 
algorithms. They also use a huge amount of system memory 
to calculate distances between objects.  

The privacy regarding to patient’s confidential information is 
very important. Such type of privacy may be lost during 
sharing of data in distributed healthcare environment. 
Necessary steps must be taken in order to provide proper 
security so that their confidential information must not be 
accessed by any unauthorized organizations. But in 
situations like epidemic, planning better healthcare services 
for a very large population etc. some confidential data may 
be provided to the researchers and government organizations 
or any authorized organizations.  

In order to achieve better accuracy in the prediction of 
diseases, improving survivability rate regarding serious 
death related problems etc. various data mining techniques 
must be used in combination.  

To achieve medical data of higher quality all the necessary 
steps must be taken in order to build the better medical 
information systems which provides accurate information 
regarding to patients medical history rather than the 
information regarding to their billing invoices. Because high 
quality healthcare data is useful for providing better medical 
services only to the patients but also to the healthcare 
organizations or any other organizations who are involved in 
healthcare industry.  

Takes all necessary steps in order to minimize the semantic 
gap in data sharing between distributed healthcare databases 
environment so that meaningful patterns can be obtained. 

These patterns can be very useful in order to improve the 
treatment effectiveness services, to better detection of fraud 
and abuse, improved customer relationship management 
across the world.  
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