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Abstract—Students' informal discussions on social media (e.g Twitter, Facebook) shed light into their educational 

understandings- opinions, feelings, and concerns about the knowledge process. Data from such surroundings can provide valuable 

knowledge about students learning. Examining such data, however can be challenging. The difficulty of students' experiences 

reflected from social media content requires human analysis. However, the growing scale of data demands spontaneous data 

analysis techniques. The posts of engineering students' on twitter is focused to understand issues and problems in their educational 

experiences. Analysis on samples taken from tweets related to engineering students' college life is conducted. The proposed work 

is to explore engineering students informal conversations on Twitter in order to understand issues and problems students 

encounter in their learning experiences. The encounter problems of engineering students from tweets such as heavy study load,  

lack of social engagement and sleep deprivation are considered as labels. To classify tweets reflecting students' problems multi-

label classification algorithms is implemented.  Non Linear Support Vector Machine, Naïve Bayes and Linear Support Vector 

Machine methods are used as multilabel classifiers which are implemented and compared in terms of accuracy. Non Linear SVM 

has shown more accuracy than Naïve Bayes classifier and linear Support Vector Machine classifier. The algorithms are used to 

train a detector of student problems from tweets. 
Keywords-social media, twitter, multi label classifiers, Naïve Bayes, Support Vector Machine 

__________________________________________________*****_________________________________________________ 

I.  INTRODUCTION  

Social networks have become very popular in recent years 
because of the increasing proliferation and affordability of 
internet enabled devices such as personal computers, mobile 
devices and other more recent hardware innovations such as 
internet tablets. In general, a social network is defined as a 
network of interactions or relations, where the nodes consist of 
actors, and the edges consist of the relations or interactions 
between these actors [1]. A generalization of the idea of social 
networks is that of information networks, in which the nodes 
could comprise either actors or entities, and the edges denote 
the relations between them. Social media sites provide great 
venues for students to share joy and struggle such as Twitter, 
Facebook, and Youtube, outlet emotion and stress and seek 
social support[28]. On various social media sites, students 
converse and share their everyday encounters in an informal 
and casual manner. 

In machine learning, support vector machine is supervised 
learning model. It analyze the data and recognize the patterns 
for the classification and regression. SVM can efficiently 
perform the non linear classification using the kernel trick. 
Naïve Bayes classifier is the probabilistic model based on 
Bayes‘ Theorem.  SVM is one of the most used and accurate 
classifiers in many machine learning tasks, and our comparison 
shows that Non Linear SVM exceeds Naïve Bayes and Linear 
SVM. The limitation of support vector approach lies in choice 
of kernel and it is high algorithmic complexity and extensive 
memory requirements of the required programming in the 
large-scale tasks[22]. SVM is a binary classifier, to do multi-
class classification, pair-wise classifications is used(one class 
against all others, for all classes) [2]. In machine learning, the 
(Gaussian) radial basis function kernel, or RBF kernel, is a 
popular kernel function used in various kernelized learning 

algorithms. In particular, it is commonly used in support vector 
machine classification. 

Students‘ ordinal ways provide vast amount of implicit 
knowledge and a whole new perspective for educational 
researchers and practitioners to understand students‘ 
experiences outside the controlled classroom environment. This 
understanding can inform institutional decision-making on 
interventions for unprotected students, enhancement of 
education quality, and thus increase student enrollment,  
maintenance, and success. The richness of social media data 
provides prospects to understand students‘ experiences but also 
raises methodological difficulties in making sense of social 
media data for educational purposes. Just imagine the sheer 
data volumes, the diversity of Internet slangs, the randomness 
of locations, and timing of students posting on the web as well 
as the complexity of students experiences [3]. Pure manual 
analysis cannot deal with the ever growing scale of data, while 
pure automatic algorithms usually cannot capture in depth 
meaning within the data [4]. 

The educational researchers usually have been using 
methods such as surveys, interviews, focus groups, class room 
activities to collect data related to students learning 
experiences. Therefore these methods are usually very time 
consuming, so cannot be duplicated or repeated with high 
frequency [5]. The balance of such studies is also usually 
limited. In addition, when prompted about their experiences, 
students need to reproduce on what they were thinking and 
doing sometime in the past, which may have become obscured 
over time. 

The emerging field of learning analytics and educational 
data mining has focused on analyzing structured data obtained 
from course management system, classroom technology usage, 
or controlled online learning environments to inform 
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educational decision making [13]. However to the best of 
knowledge, there is no research found to directly mine and 
analyze student-posted content from uncontrolled spaces on the 
social web with clear goal of understanding students learning 
experiences. The goals are: 1)To demonstrate a workflow of 
social media data sense making for educational purposes, 
integrating both qualitative analysis and large-scale data mining 
techniques, 2)To discover engineering students informal 
discussions on Twitter, in order to understand subjects and 
difficulties students encounter in their learning experiences. 

In educational environments there are many different types 
of data accessible for mining[29]. These data are exact to the 
educational area and so have intrinsic semantic information, 
relations with other data and multiple levels of meaningful 
order. The educational data and difficulties have some special 
characteristics that require the issue of mining to be treated in a 
different way. Although most of the traditional data mining 
techniques can be useful directly, others cannot and have to be 
adapted to the specific educational problem at hand[6,22]. 

II. LITERATURE REVIEW 

Visualization of a social network can therefore be 
extremely useful to make people aware of their social context 
and to enable them to explore[35,36]. The main intent of 
information visualization is to represent an abstract information 
space in a dynamic way, so as to facilitate human interaction 
for exploration and understanding. The authors [19] analysed 
how more novel visualization techniques can be used to 
enhance various activities during the learning process: finding 
and understanding educational resources, collaboration with 
learners and teachers, (self-) reflecting about learners‟ 
progress, and designing learning experiences. The authors[19] 
illustrated analysis with example tools and visualizations [19]. 

Advanced educational technologies are developing rapidly 
and online MOOC courses are becoming more prevalent, 
creating an enthusiasm for the seemingly limitless data-driven 
possibilities to affect advances in learning and enhance the 
learning experience. For these possibilities to unfold, the 
expertise and collaboration of many specialists will be 
necessary to improve data collection, to foster the development 
of better predictive models, and to assure models are 
interpretable and actionable[8,23,25]. The big data collected 
from MOOCs needs to be bigger, not in its height (number of 
students) but in its width—more meta-data and information on 
learners' cognitive and self-regulatory states needs to be 
collected in addition to correctness and completion rates. This 
more detailed articulation will help open up the black box 
approach to machine learning models where prediction is the 
primary goal. Instead, a data-driven learner model approach 
uses fine grain data that is conceived and developed from 
cognitive principles to build explanatory models with practical 
implications to improve student learning[29]. 

Recent innovations in online education, including open 
online courses at various scales, in flipped classroom 
instruction, and in professional and corporate training have 
presented interesting questions about SLN[24,30]. Collecting, 
analyzing, and leveraging data about SLN lead to potential 
answers to these questions, with help from a convergence of 
modelling languages and design methods, such as social 
network theory, science of learning, and education information 
technology. This survey article overviews some of these topics, 
including prediction, recommendation, and personalization, in 
this emergent research area. The rapid deployment of Massive 
Open Online Courses (MOOCs) has created a surge in the 

global connectivity among students for educational 
purposes[13]. 

By definition, human-centered design relies on interaction 
with users. While interacting with users within industry can be 
challenging, fostering these interactions in a classroom setting 
can be even more difficult. This qualitative study explores the 
use of crowd-based design activities as a way to support 
student-user interactions online[7]. The authors motivated these 
online methods through a survey of 27 design instructors, 
identified common challenges of conducting student-user 
interactions in physical settings, including coordination 
constraints and geographical barriers to meeting in person. 
Authors then described their research through design approach 
to create and test 10 activities in a classroom setting, including 
using Twitter for need finding and using Reddit to brainstorm 
ideas with experts. Finally, authors presented an emergent 
framework outlining the design space for crowd-based design 
activities where students learn to use input from online crowds 
to inform their design work[9,40,41]. 

With the proliferation of smartphones and the increasing 
popularity of social media, people have developed habits of 
posting not only their thoughts and opinions, but also content 
concerning their where abouts. On such highly-interactive yet 
informal social media platforms, people make heavy use of 
informal language, including when it comes to locative 
expressions. Such usage inhibits the ability of traditional 
Natural Language Processing approaches to retrieve geospatial 
information from social media text. In this research, 
authors[25]: (1) develop a medium-scale corpus of ―locative 
expressions‖ derived from a variety of social media sources; 
(2)benchmark the performance of a range of geoparsers over 
the corpus, with the finding that even the best-performing 
systems are substantially lacking; and (3) carry out extensive 
error analysis to suggest ways of improving the accuracy and 
robustness of geoparsers[25,26]. An easy way to comply with 
the conference paper formatting requirements is to use this 
document as a template and simply type your text into it. 

The authors[2] represented the study of the life cycle of 
news articles are posted online. The authors described the 
interplay between website visitation patterns and social media 
reactions to news content. It show that use of hybrid 
observation method to characterize distinct classes of articles. It 
also find that social media reactions can help predict future 
visitation patterns early and accurately. It validate our methods 
using qualitative analysis as well as quantitative analysis on 
data from a large international news network, for a set of 
articles generating more than 3,000,000 visits and 200,000 
social media reactions. It is possible to model accurately the 
overall traffic articles will ultimately receive by observing the 
first ten to twenty minutes of social media reactions[7]. 
Achieving the same prediction accuracy with visits alone 
would require to wait for three hours of data. It also describe 
significant improvements on the accuracy of the early 
prediction of shelf-life for news stories. 

Communication between humans is extensively colored and 
strongly affected by emotions of the speakers. By nature, 
humans adjust their responses based on the actions of their 
dialogue partner in a certain emotional way – responding sadly 
if they‘re down, happily if they‘re nice, and angrily if they‘re 
rude[14]. This results in a dynamic and rich communication 
experience–an aspect yet to be completely replicated in human-
machine dialogue. Human communication is naturally colored 
by emotion, triggered by the other speakers involved in the 
interaction. Therefore, to build a natural spoken dialogue 



International Journal on Recent and Innovation Trends in Computing and Communication                                       ISSN: 2321-8169 
Volume: 3 Issue: 5                                                                                                                                                                        3211 – 3217 

______________________________________________________________________________________________ 

3213 
IJRITCC | May 2015, Available @ http://www.ijritcc.org                                                                 

_______________________________________________________________________________________ 

system, it is essential to consider emotional aspects, which 
should be done not only by identifying user emotion, but also 
by investigating the reason why the emotion occurred[15,36]. 
The ability to do so is especially important in situated dialogue, 
where the current situation plays a role in the interaction. In this 
paper[30], we propose a method of automatic recognition of 
emotion using support vector machine (SVM) of linear kernel 
and present further analysis regarding emotion triggers. 
Experiments were performed on an emotionally colorful 
dialogue corpus. 

Supervised classification algorithms require annotated data 
to teach the machine, by example, how to perform a specific 
task[16]. There are generally two ways to collect annotations of 
a dataset: through a few expert annotators, or through 
crowdsourcing services (e.g., Amazon‘s Mechanical Turk). 
Many machine learning datasets are noisy with a substantial 
number of mislabelled instances. This noise yields sub-optimal 
classification performance. The authors study a large, low 
quality annotated dataset, created quickly and cheaply using 
Amazon Mechanical Turk to crowd source annotations[17]. 
The authors described computationally cheap feature weighting 
techniques and a novel non-linear distribution spreading 
algorithm that can be used to iteratively and interactively 
correcting mislabelled instances to significantly improve 
annotation quality at low cost. Eight different emotion 
extraction experiments on Twitter data demonstrate that our 
approach is just as effective as more computationally expensive 
techniques. The techniques used by authors saved  considerable 
amount of time[38].  

Sentiment analysis systems pursuit the goal of detecting 
emotions in a given text with machine learning approaches. 
These texts might include three kinds of emotions such as 
positive, negative and neutral. Entertainment oriented texts, 
especially movie reviews, contain huge amount of possible 
emotional information. In this study, authors aimed to represent 
each movie reviews by using small number of features. For this 
purpose, information gain, chi-square methods have been 
implemented to extract features for decreasing costs of 
calculations and increasing success rate[18]. In experiments, 
employed corpus includes Turkish movie reviews, support 
vector machine and naïve bayes had been employed for 
classification and F1 score was used for performance 
evaluation. According to the experimental results, support 
vector machine achieved 83.9% performance value while 
classification of movie reviews in two (positive and 
negative)categories and also authors obtained the 63.3% 
performance value while classification with support vector 
machine into three categories[37]. 

III. PROPOSED SYSTEM 

The proposed system works on tweets related to 
engineering problems. In the system five labels are defined: 
heavy study load, lack of social engagement, negative 
emotions, sleep problem and diversity issues. The objective is 
to explore engineering students informal conversations on 
Twitter in order to understand issues and problems students 
encounter in their learning experiences. The tweets are loaded 
and processed by standard text mining procedure called Pre-
processing[19]. 

The figure 1 shows the architecture of proposed system. 
The data is first collected then categories assigned to the 
tweets. The tweets is preprocess i.e stemming, stop word 
cleaning and tokenization. Stemming reduces inflected words 
to their stem, base or root form. In stop word cleaning, there are 

list of stop words which are removed by preprocessing from 
text documents. However, on tokenization stream of text is 
break into words, phrases or symbols. The preprocessing is 
done tweets collected online. The tf-idf values are evaluated. 
The model is trained using multilabel classifier. The confusion 
matrix values are evaluated. The linear multi-label Support 
Vector Machine, non linear (RBF kernel) Support Vector 
Machine,  Naive Bayes multi-label classifier are implemented 
and compared. The non linear SVM multi-label classifier 
shows more accuracy than linear multi-label SVM and Naïve 
Bayes [21,37]. The polarity of tweets are calculated i.e 
negative, very negative, neutral, positive and very positive by 
the three classifiers. Then uncategorized data is given to the 
trained detector as input which gives output as labelled data. 
The accuracy, true positive, false positive graphs of both multi-
label classifier are shown. The procedure of the proposed 
system is as follow: 

1) In the step one data collection is done from twitter. 
2) The preprocessing and tfidf is calculated in the step 2. 
3) Inductive Content analysis procedure is performed and  
categories are identified in step 3. 
4) Naïve Bayes classifier, Linear SVM, Non Linear SVM are 
applied to dataset in order to demonstrate its  application in 
detecting students problems is step 4. 
 5) The confusion matrix calculation is done and graphical 
analysis of classifiers is done to know the better accuracy 
among the classifiers is step 5, 6, and 7. 

 

 
Figure 1.  System Architecture 

IV. METHODS 

We have implemented three methods and compared results 
for better accuracy of tweets classification. 

A. Naïve Bayes Multi Label Classifier 

The basic concept is to assume independence among 
categories and train a binary classifier for each category. All 
kinds of binary classifier can be transformed to multilabel 
classifier using the one-versus-all heuristic. The following are 
the basic procedures of multi-label Naives Bayes classifier. 

Suppose there are a total number of N words in the training 
document collection (each tweet is document)  𝑊 =



International Journal on Recent and Innovation Trends in Computing and Communication                                       ISSN: 2321-8169 
Volume: 3 Issue: 5                                                                                                                                                                        3211 – 3217 

______________________________________________________________________________________________ 

3214 
IJRITCC | May 2015, Available @ http://www.ijritcc.org                                                                 

_______________________________________________________________________________________ 

 𝑤1 , 𝑤2 , … . , 𝑤𝑁  and total number of L categories 𝐶 =
𝑐1, 𝑐2, … . . , 𝑐𝐿. 

If a word 𝑤𝑛  appears in a category 𝑐 for  𝑚𝑤𝑛𝑐  times, and 

appear in categories other than 𝑐 for 𝑚𝑤𝑛𝑐  times , then based 

on the Maximum Likelihood Estimation, the probability of this 
in a specific category 𝑐 is  

                                 𝑝 𝑤𝑛  𝑐 =
𝑚𝑤𝑛𝑐

 𝑚𝑤𝑛𝑐
𝑁
𝑛=1

                              (1) 

Similarly, the probability of this word in categories other 
than 𝑐 is 

                         𝑝 𝑤𝑛  𝑐
′ =

𝑚𝑤𝑛 𝑐′

 𝑚𝑤𝑛 𝑐′
𝑁
𝑛=1

                              (2)  

                                                               
Suppose there are a total number of 𝑀 documents in the 

training set and 𝐶 of them are in category 𝑐. Then the 
probability of category 𝑐 is 

                                     𝑝 𝑐 =
𝐶

𝑀′
                                      (3)  

and the probability of other category 𝑐′ is  

                                          𝑝 𝑐 ′ =
𝑀−𝐶

𝑀
                                   (4)  

                                    
For a document 𝑑𝑖  in the testing set, there are K words 

𝑊𝑑𝑖
= {𝑤𝑖1, 𝑤𝑖2 , … , 𝑤𝑖𝐾} and 𝑊𝑑𝑖

 is a subset of W. The 

purpose is to classify this document into category c or not c. 
Assume independence among each word in this, document and 
any word 𝑤𝑖𝑘  conditioned on c and 𝑐′ follows multinomial 
distribution. Therefore according to Bayes‘ Theorem, the 
probability that 𝑑𝑖  belonged to category c is 

      𝑝 𝑐 𝑑𝑖 =
𝑝 𝑑𝑖  𝑐 .𝑝(𝑐)

𝑝(𝑑𝑖)
∝  𝑝 𝑤𝑖𝑘  𝑐 . 𝑝(𝑐)𝐾

𝑘=1               (5) 

and the probability that 𝑑𝑖   belongs to categories other than c is    

          𝑝 𝑐 ′  𝑑𝑖 =
𝑝 𝑑𝑖  𝑐

′  .𝑝(𝑐′)

𝑝(𝑑𝑖)
∝  𝑝 𝑤𝑖𝑘  𝑐

′ . 𝑝(𝑐′)𝐾
𝑘=1           (6) 

𝑝 𝑐|𝑑𝑖 + 𝑝 𝑐 ′  𝑑𝑖 = 1 normalize the latter two items which 
are propositional to 𝑝(𝑐|𝑑𝑖) and 𝑝(𝑐 ′ |𝑑𝑖) to get     real values 
of  𝑝(𝑐|𝑑𝑖). If 𝑝(𝑐|𝑑𝑖) is larger than the probability, then 𝑑𝑖  
belongs to category c, otherwise 𝑑𝑖  belongs to 𝑐′. Then repeat 
this procedure for each category. 

B. Support Vector Machine: 

For Linear Support Vector Machine Given some training 

data D, a set of n points of the form  

           𝐷 = {(𝑥𝑖 , 𝑦𝑖 |𝑥𝑖 ∈ 𝑅𝑝 , 𝑦𝑖 ∈ {1, −1})}𝑖=1
𝑛                 (7)   

𝑦𝑖  is either 1 or -1, signifying the class to which the point 𝑥𝑖  
belongs. Each 𝑥𝑖  is a p-dimensional real(R) vector. The aim is 

to find the maximum-margin hyperplane that divides the 

points having 𝑦𝑖 = 1 from those having 𝑦𝑖 = −1. The 

hyperplane can be written as the set of points x satisfying 

Maximum-margin hyperplane. Examples on the margin are 

called the support vectors.  

                                   𝑤. 𝑥 − 𝑏 = 0                                  (8) 

 

where . denotes dot product and 𝑤 the normal vector to the 

hyperplane. The parameter 
𝑏

| 𝑤 |
 regulates the offset 

of the hyperplane from the origin along the normal vector 𝑤. If 

the training data are linearly separate, then two     hyperplanes 

is selected in a way that they distinct the data and there are no 

points between them, and then attempt to exploit their 

distance. The area bounded by them is called the margin. The 

hyperplanes can be described by the equations 

                                        𝑤. 𝑥 − 𝑏 = 1                                   (9) 

                                               and 

                                       𝑤. 𝑥 − 𝑏 = −1                               (10) 

By using geometry, find the distance between these two  

hyperplanes is 
2

| 𝑤 |
 , so minimize | 𝑤 |. To prevent data points 

from falling into the margin, add the following constraint: for 

each i either  

                  𝑤. 𝑥𝑖 − 𝑏 ≥ 1 for 𝑥𝑖  of first class                 (11)                                                  

                                              or  

               𝑤. 𝑥𝑖 − 𝑏 ≤ −1 for 𝑥𝑖  of second class             (12)  

Using a Lagrangian, this optimization problem can be 

converted into a dual form can be expressed as     

   𝑎𝑟𝑔𝑚𝑖𝑛𝑤,𝑏𝑚𝑎𝑥𝛼≥0{
1

2
  𝑤  

2
− 𝛼𝑖[𝑦𝑖 𝑤. 𝑥𝑖 − 𝑏 − 1]}𝑛

𝑖=1   

                                                                                        (13) 

The Karush-Kuhn-Tucker (KKT) conditions are necessary 

and sufficient conditions for an optimal point. The Karush-

Kuhn-Tucker condition implies that the solution can be 

expressed as a linear combination of the training vectors    

                              𝑤 =  𝛼𝑖𝑦𝑖𝑥𝑖
𝑛
𝑖=1                                (14) 

Only a few 𝛼𝑖  will be greater than zero. The corresponding 

𝑥𝑖  are exactly the support vectors, which lie on the margin and 

satisfy 𝑦𝑖 𝑤. 𝑥𝑖 − 𝑏 = 1. 

For non linear support vector machine the resulting 

algorithm is formally similar, except that every dot product is 

replaced by a nonlinear kernel function. This allows the 

algorithm to fit the maximum-margin hyperplane in a 

transformed feature space. The transformation may be 

nonlinear and the transformed space high dimensional; thus 

though the classifier is a hyperplane in the high-dimensional 

feature space, it may be nonlinear in the original input space. 

The (Gaussian) radial basis function kernel, or RBF kernel, is 

a popular kernel function used in various kernelized learning 

algorithms. In particular, it is commonly used in support 

vector machine classification. The RBF kernel on two samples 

x and x‘ represented as feature vectors in some input space, is 

defined as 

                      𝐾 𝑥, 𝑥 ′ = exp⁡(−
| 𝑥−𝑥 ′  |2

2𝜎2 )                       

(15) 

| 𝑥 − 𝑥 ′  |2 may be recognized as the squared Euclidean 

distance between the two feature vectors. 𝜎 is a free parameter. 

An equivalent, but simpler, definition involves a parameter 

𝛾 = −
1

2𝜎2. 

                    𝐾 𝑥, 𝑥 ′ = exp⁡(𝛾| 𝑥 − 𝑥 ′  |2)                     

(16)  

Since the value of the RBF kernel decreases with distance 

and ranges between zero (in the limit) and one (when x = x'), it 

has a ready interpretation as a similarity measure. The feature 

space of the kernel has an in finite number of dimensions; for 

𝜎 = 1 its expansion is 

exp  −
1

2
  𝑥 − 𝑥 ′   

2
 =

                     
(𝑥𝑇𝑥′)𝑗

𝑗 !

∞
𝑗=0 exp⁡(−

1

2
  𝑥  

2
)exp⁡(−

1

2
| 𝑥 ′  |2)       

(17) 

A radial basis function (RBF) is a real-valued function 

whose value depends only on the distance from the origin, so 

that ∅ 𝑥 = ∅(| 𝑥 |) or alternatively on the distance from 

some other point c, called a center, so that ∅ 𝑥, 𝑐 =
∅(| 𝑥 − 𝑐 |). Any function ∅ that satisfies the property 

∅ 𝑥 = ∅(| 𝑥 |) is a radial function. The norm is usually 

Euclidean distance, although other distance functions are also 
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possible. Radial basis functions are typically used to build up 

function approximations of the form 

                      𝑦 𝑥 =  𝑤𝑖∅(  𝑥 − 𝑥𝑖  )
𝑁
𝑖=1                     (18)  

where the approximating function 𝑦(𝑥) is represented as a 

sum of N radial basis functions, each associated with a 

different center 𝑥𝑖  and weighted by an appropriate coefficient 

𝑤𝑖 . The weights 𝑤𝑖  can be estimated using the matrix methods 

of linear least squares, because the approximating function is 

linear in the weights.    

V. RESULT 

Twitter post is accessed by mentioning a access and token 
keys of site and query mentioned according to load the posts. 
The tweets are collected from twitter social media by twitter 
API. The Table 1 shows the values of TPR(True Positive Rate), 
SPC(Specificity or True Negative Rate), Precision, 
NPV(Negative Prediction Value), FPR(False Positive Rate), 
FDR(False Discovery Rate), FNR(False Negative Rate), 
Accuracy, F1 score(Harmonic mean of precision) for both 
multilabel classifiers. Then we compared linear multi-label 
support vector machine and Naïve Bayes multi-label classifier 
results. The table 2 defines the positive, very positive, very 
negative, negative and neutral values are calculated of tweets 
on the aspects lack of social engagement, heavy study load, 
negative emotions, sleep problem, diversity issue by three 
classifiers.  

 

TABLE I.  CONFUSION MATRIX VALUES OF NB, LINEAR SVM AND NON 

LINEAR SVM ON TWEETS  

Confusion 
Matrix 

NB(Naïve 
Bayes) 

Linear Support 
Vector 

Machine 

Non Linear 
Support Vector 

Machine 

SPC 92% 97.2% 98.1% 

Precision 68.5% 88.8% 92.5% 

TPR 68.5% 88% 92.5% 

NPV 92.1% 97.2% 98.1% 

FPR 7.8% 2.7% 1.8% 

FDR 31.4% 11.11% 7.4% 

FNR 31.4% 11.11% 7.4% 

Accuracy 87.4% 84.4% 97.3% 

F1 Score 91% 88.88% 92.5% 

TABLE II.  POLARITY VALUES OF LABELS ON TWEETS USING NON 

LINEAR SVM 

Aspect Very 
Negative 

Negative Neutral Positive Very 
Positive 

Lack of 
Social 

Engagement 

    0.0 0.705 0.156 0.137    0.0 

Heavy Study 
Load 

    0.0 0.787 0.148 0.063    0.0 

Negative 
Emotion 

    0.0 0.811 0.150 0.037    0.0 

Sleep 
Problem 

0.196 0.803 0.137 0.392    0.0 

Diversity 
Issue 

    0.0 0.820 0.134 0.044    0.0 

 

 
Figure 2.  Accuracy Graph  Analysis of  Naïve Bayes, Linear Support Vector 

Machine and  Non Linear Support Vector Machine  

 

Figure 3.  F1 Score Graph Analysis of Naïve Bayes, Linear Support Vector 

Machine and Non Linear Support Vector Machine 

 

Figure 4.  False Positive Graph of Naïve Bayes, Linear Support Vector 

Machine and Non Linear Support Vector Machine 
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Figure 5.  True Positive Graph of Naïve Bayes, Linear Support Vector       

Machine and Non Linear support Vector Machine 

VI. CONCLUSION AND FUTURE WORK 

It provides the work flow for analyzing social media data 
for educational purposes that overcomes the major limitations 
of both manual qualitative analysis and large scale 
computational analysis of user-generated textual content. The 
results are compared of Support Vector Machine and Naïve  
Bayes algorithms and evaluated a multi-label classifier to 
detect engineering student problems. This study explores space 
on twitter in order to understand engineering students 
experiences, integrating both qualitative methods and large-
scale data mining techniques. The comparison result has shown 
more accuracy of Non Linear SVM than Naive Bayes classifier 
and Linear SVM.  

Future work could analyze students‘ generated content 
others than texts(e.g. images and videos), on social media sites 
other than Twitter(e.g. Facebook, Tumbler and YouTube). 
Future work can be done to design more sophisticated 
algorithms in order to reveal the hidden information in the 
―long tail‖. The manipulation of personal image online may 
need to be taken into considerations in future work.  
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