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Abstract—Association rule mining is one of the important techniques of data mining used for exploring fruitful patterns from 

huge collection of data.  Generally, the finding of frequent itemsets is the most significant step in association rules mining, and 

most of the research will be centered on it.  Numerous algorithms have been discovered to find effective frequent itemsets. This 

paper compares the frequent pattern mining algorithms that use candidate itemset generation and the algorithms without candidate 

itemset generation. In order to have on field simulation for comparison, a case study algorithm from both types was chosen such 

as ECLAT and FP-growth algorithms. Equivalence class clustering and bottom up lattice traversal (ECLAT) algorithm 

accommodates ‗Depth First Search‘ approach and requires the generation of candidate itemset. The FP-growth algorithm follows 

the ‗Divide and Conquer‘ method and does not require candidate itemset generation. In this paper, the benchmark databases 

considered for comparison are Breast Cancer, Customer Data, and German Data etc. The performances of both the algorithms 

have been experimentally evaluated in terms of runtime and memory usage. From the result it is analyzed that the FP-tree 

algorithm is more advantageous as it does away with the need of generation of candidate patterns.  
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I. INTRODUCTION 

Large chain of stores like Wal-Mart in U.S has large 

number of stores worldwide. They have to deal with terabytes 

of data. It deals with billions of transactions every day. The 

major companies like telecommunication collect bulk of data. 

Also the banks and public departments collect huge amount of 

data. Thus there is need to design techniques that may extracts 

knowledge from a large database. Such techniques are 

provided by the data mining [1] [2]. 

It is the process of analyzing the data from various strata 

and consolidating into useful information. This useful 

information is used to generate revenue and cut costs. It is 

sometimes called as Data or Knowledge Discovery (KDD).   

Data mining can find interesting things based on consistency 

and replication. Traditional databases do not focus on 

intelligence about the data. Data mining provides intelligence 

essential for business. In normal systems, analysis of 

hypothesis takes time and money. The role of data mining 

(KDD) is very important in many of the fields such as analysis 

of market basket, classification, etc.  

The knowledge discovery in data can be achieved by 

following steps: Data cleaning, Data integration, Data 

Selection, Data transformation, Data Mining, Knowledge 

discovery. 

 

Association Rules 

Association rule mining is one of important techniques in 

data mining [3]. The aim is to find out which items are 

frequently purchased together so that they are arranged 

accordingly on the rack of the store. This information can also 

be used in cross selling. Association rule mining finds its 

applicability in telecommunication and retail marketing. 

 It consists of if/then statements for linking the data, 

stored in warehouses, which may on the other side look 

unrelated. For instance if a person buys a new car he is most 

likely to get its insurance done. Data is analyzed for finding 

out frequent patterns to form association rules. The criterion 

used to discover relationships are support and confidence. The 

support and confidence are defined as: 

Support: It is the sum of times an item occurs in the 

database. 

Confidence: It defines the number of times an item appears 

provided the other has already occurred. 

 

Association rule is composed of two parts: 

Antecedent: It is the ‗if‘ part of the rule. It indicates the item 

that is found in the database. 

Consequent: It is the ‗then‘ part of the rule. It indicates the 

item that is available when combined with the antecedent. 

Association rules are used for the description of rules in the 

database. They are introduced in [1] to find out the 

relationship between the large dataset of transactions. 

 

The most important role presented by frequent item set 

mining is to find out the interlinkage between the various 

parameters in a database. Exploration of frequent item set is 

done by association rules [15] [16].  

 

II.   RELATED  WORKS 

Numerous techniques have been experimented for mining 

association rules in the research studies [4] [7] [8] [9] [17]. In 

the arena of association rule mining the Apriori algorithm is 

most extensively used algorithm that generates candidate 
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patterns [6]. It is a level-wise search. It mines frequent patterns 

by multiple scans of a database.  

On the basis of Apriori algorithm, a numerous algorithms 

have been worked out with some improvements or 

adjustments such as AprioriTid algorithm [5]. It recovers more 

time and usage of memory is minimal. Apriori Hybrid [5], 

SetM (Set Oriented Mining of association rules) [6], Partition 

algorithm, Sampling algorithm, CARMA (Continuous 

Association Rule Mining algorithm), DIC algorithm (prefix 

tree data structure) [6] are further improved Apriori algorithm 

which decreases the database scans. 

ECLAT uses a vertical layout of a database. Each item is 

symbolized by a group of Tids called tidset [10] [11] [17]. It 

overcomes the bottleneck of Apriori algorithm with regards to 

database scan. Rapid Association Rule mining (RARM) 

mentioned in creates large itemsets by using a tree structure-

SOTrieIT and without scanning. It does not generate candidate 

itemset. 

Another achievement in the frequent pattern mining is FP-

Growth algorithm. Han et al., introduced an energetic 

algorithm called FP-Growth which establishes a frequent 

pattern tree construction called FP-Tree It overcomes two 

flaws of Apriori algorithm [12] [13] [14] [17]. First, it does not 

generate candidate patterns. Second, database scan is done 

only twice. It adopts divide and conquer method. 

   

III.    ASSOCIATION RULE MINING ALGORITHMS  

This section mainly focused on the mining association rules 

to discover frequent patterns. Association rule mining 

algorithms of ECLAT and FP-growth are used in finding 

frequent itemsets. 

A. ECLAT (Equivalence Class Clustering and Bottom Up 

Lattice Traversal) 

Vertical Data Layout: The vertical (or inverted) layout 
consists of a list of items, with each item followed by its Tid-
list the list of all the transaction identifiers containing the item 
[10].  

ECLAT algorithm was developed to overcome the 
limitation of Apriori algorithm. ECLAT algorithm 
accommodates ‗Depth First Search‘ approach and requires the 
generation of candidate itemset. The ECLAT algorithm was 
constructed to control the shortcomings of the count and 
candidate distribution algorithms. It uses the aggregate memory 
of the system by partitioning the candidates into disjoint sets 
using the equivalence class partitioning. The steps involved in 
ECLAT are shown in Algorithm 1. 

In this example, horizontal database is given is Table I. So, 

it must be converted into vertical database. Requirement for 

scanning the database in this algorithm is only once. Support is 

counted in this algorithm. Confidence is not calculated in this 

algorithm. In this work, support is considered as greater than 

or equal to 3.  
Each step for the construction of ECLAT is shown in Fig. 

1. The number of items in the dataset is scrutinized. The 
frequencies of each item with respect to tids are listed out. Each 
item is combined with other item known as join step. Initially, 
consider the items ‗a‘ and ‗b‘. The frequency of combination 
‗a‘ and ‗b‘ is arrived in the vertical layout. The common TID 
between the vertical layouts are listed out and then count is 
noted. The count of {a, b: 1}. Then, the combination of items 

‗a‘ and ‗c‘ are taken. The frequency for this combination 
arrived in vertical layout. The common TID between the 
vertical layouts are listed and the count is noted. The count of 
{a, c: 3}. Likewise, the procedure is repeated for all other 
combinations. In the next phase, an idea of pruning is applied. 
Minimum support less than 3 is getting eliminated. In this 
illustration, the itemset {a, c} {a, f} {c, f} are taken for next 
stage as they satisfy minimum support. The same step is 
repeated for comparing all other combinations. Finally, the 
frequent patterns are : {a, c, f: 3} {c, f: 3}. 

 

Algorithm 1:  Algorithm of ECLAT 

 

      Input: F = {I1...In} frequent k Itemsets 

      Terminology: 

          (i)   Fk  is defined as database having F k = {I1, I2,.., In}  

(ii) Ф denotes the itemsets where itemset means 

collection of items in database Fk 

        (iii)  Ii and Ij both should be from same equivalence  

         Class 

      Output: F|R| Frequent Item Sets  

 

Bottom-Up (Fk): 

Step 1: for all I i ϵ Fk do 

Step 2: Fk+1 = ɸ; 

Step 3: for all Ij ϵ F k, i < j do 

Step 4: N = Ii ∩ Ij ; // Both should be from  

             same equivalence class 

Step 5: if N.sup >=minsup then 

Step 6: Fk+1=Fk+1 ᵕ{N}; F|R| = F|R|ᵕ{N} 

Step 7: end; 

Step 8: if F k+1 != ɸ; then 

Step 9: Bottom-Up (F k+1); 

Step 10: end; 

 
           Table I.   Transaction Database 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

TID Item bought 

1 d, c, a, f 

2 g, c, a, f, e 

3 b, a, c, f, h 

4 g, b, f 

5 c, b 

acf:3 

1 

2 

3 
Figure 1.  Mining frequent itemset with ECLAT 

 

Represents Frequent Patterns 
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B. FP-growth method 

Even though ECLAT is improvised algorithm of Apriori, it 

still has some limitation like the requirement of virtual 

memory to process the transaction. To overcome the limitation 

of the above described algorithm FP-growth algorithm is 

introduced. FP-growth algorithm discovers frequent itemsets 

without generating candidate itemset [12]. It has two major 

steps  

1. Construct a compact data structure called FP-tree. 

Build two passes over the database. 

2. Discover frequent itemsets directly from the FP-tree. 

 

Step 1: FP-Tree Construction 

FP-Tree is constructed using two passes over the data-set: 

Pass 1: 

 Scrutinize the database and explore support 

for each item. 

 Remove infrequent items. 

 Based on items support sort items in 

decreasing order. 

 While constructing FP-tree use this above 

procedure. 

              Pass 2: 

 Nodes correspond to items and have a counter 

 FP-Growth reads first transaction at a time 

and maps it to a path. 

 Fixed order is used, so paths can overlap    

when transactions share items. 

             In this case, counters are incremented. 

 Pointers are used between nodes to manage 

the same items. 

 FP-tree may fit in memory. 

Step 2: Generation of Frequent Itemset  

 

 Frequent itemsets are extracted from FP-

tree. 

 Bottom-up algorithm is used from the 

bottom towards the top. 

 Divide and conquer method is used. 

 

Fig. 2 shows the complete FP-tree which is constructed by 

following the above steps using the database portrayed in 

Table I. Table II displays the frequent itemsets generated from 

the Fig. 2. Steps involved in FP-growth are given in Algorithm 

2. 

 

 

 

 

 

 

 

 

 

 

 

 
                                    Figure  2.  Complete FP- tree 

 

            Table II:   Generated Frequent Itemsets 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

    

    Algorithm 2: Algorithm of FP-Growth  

 

        Input: D – Transaction database 

                     s – Minimum support threshold    

        Output: The complete set of frequent pattern 

        Function: 

            Call FP-tree (FP-tree, null). 

            Procedure FP-growth (Tree, A) 

        { 

       Step 1: If Tree contains a single path P, then 

       Step 2: For each combination (denoted as B) of the nodes 

 in the path P Generate pattern BᴗA with  

 support count = minimum support of nodes in B 

Step 3: Else for each ai  (Item) in the header of the Tree  

  do             

                { 

       Step 4: Generate pattern B = aiᴗA with support = ai.support; 

       Step 5: Construct B‘s conditional pattern base and    

                     B‘s conditional FP-tree TreeB;      

       Step 6: If TreeB ≠ Ø then 

       Step 7: Call FP-growth (TreeB, B) }              

 

 

IV.    METHODOLOGY AND RESULTS  

In this research paper, the performances of ECLAT and FP-

growth algorithms are compared. The ECLAT algorithm 

generates candidate itemset whereas FP-Growth algorithm 

does not generate candidate itemset. The experiment is 

conducted on Intel® corei3™ CPU, 2.13 GHz, and 2GB of 

RAM computer. Implementation is done in Java. The 

proposed methodology to generate frequent itemset is shown 

in Fig. 3. 

A. Dataset Description 

In this work, eleven standard datasets from different 

applications are used. These datasets have been obtained from 

Tunedit Machine Learning Repository. Each datasets contains 

different instance and attribute. Mushroom accommodates 

8124 instances and 23 attributes i.e. cap shape, cap surface, 

cap color, class etc. Supermarket contains 4627 transactions 

and 217 attributes especially Grocery, baby needs, coupons, 

breakfast food etc. German consists of 1000 instances and 21 

attributes especially personal status and sex, telephone, 

housing, property etc. Primary tumor accommodates 339 

Items 
Conditional 

pattern base 

Conditional 

FP-tree 

Frequent 

patterns 

generated 

h {f, c, b, a:1} - No 

e {f, c, a, g:1} - No 

d { f, a, c:1} - No 

g 
{f,b:1} 

{f, c, a:1} 
{f:2} No 

b 
{c:1}{f:1} 

{f, c, a:1} 
{f, c:2} No 

a {f, c:3} {f,c:3} {f,c,a:3} 

c {f:3} {f:3} {f, c:3} 

f - - No 

g:1 

c:3 

a:3 

b:1 

h:1 

e:1 d:1 

null
l 

f:4 
b:1 

g:1 

c:1 

b:1 
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transactions and 18 attributes i.e. brain, skin, neck, abdominal, 

liver, age, sex etc.   
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   Figure 3.  Methodology to Generate Frequent Items 
  

B. Performance Comparison 

Experiments are conducted for the analysis to appraise the 

conduct of FP-growth and ECLAT algorithms. The 

performance of experiment is measured using total execution 

time and memory usage for generating itemset. In this 

comparison distinct dataset with different threshold support 

values are considered.  
 

Table III: Execution of Runtime 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table III depicts the execution time of ECLAT and FP-

growth with different datasets with discrete support threshold 

values. The processing time of ECLAT for the dataset of 

breast cancer is 31ms and FP-growth is 16ms for the support 

value of 0.1. The runtime of customer dataset for ECLAT is 

3ms and FP-growth is 2ms for the support value of 0.2. The 

average execution time of ECLAT algorithm for all databases 

is 1259ms whereas the average execution time of FP-growth 

algorithm for all databases is 839ms. It is inferred that the 

execution time of FP-growth algorithm without candidate 

itemset generation gives better performance than ECLAT 

algorithm which generate candidate itemset. 

 

 
 

        Figure 4.  Input Layout 
 

With reference to Fig. 4, the type of algorithm and dataset 

are chosen first. Minimum support threshold value of 40% is 

specified by the user which is used for the generation of 

frequent patterns. It includes the preference for layout of 

viewer to display the results containing frequent patterns. It 

also holds the information of total runtime and memory 

required and the count of number of frequent itemsets. 
 

 

 
Figure 5.  Results of Frequent patterns found using ECLAT for mushroom 

dataset 
 

Fig. 5 illustrates the visualization of frequent patterns of 

ECLAT algorithm for mushroom based on minimum support 

threshold value. 

Table IV represents comparative results for memory 

usage of ECALT and FP-Growth algorithms for different 

datasets. Usage of memory of ECLAT for the dataset breast 

cancer is 60.56MB and FP-Growth is 53.07MB for the support 

threshold value of 0.1. Memory space required for ECLAT is 

Datasets 

Runtime in milliseconds 

Support ECLAT 
FP-

Growth 

Breast Cancer 0.1 31 16 

Supermarket 0.2 237 203 

Customer data 0.2 3 4 

German 0.3 93 63 

Weather 0.4 5 100 

Spect 0.4 31 31 

Mushroom 0.4 610 219 

Vote 0.5 31 16 

Splice 0.6 156 78 

Primary Tumor 0.7 15 47 

Test 0.8 47 62 

Average   1259 839 

        Generates Frequent Patterns 

 

Data Preprocessing 

Input Database 

Data Mining Techniques 

Association Rule Mining Algorithm 

FP-growth 
Algorithm 

ECLAT  
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43.67MB and FP-Growth is 23.51MB for the dataset customer 

data with support threshold value of 0.2. The average memory 

usage of ECLAT algorithm for all databases is 502.40MB 

whereas the average memory usage of FP-growth algorithm 

for all databases is 363.99MB. It is found that memory usage 

of FP-growth algorithm without candidate itemset generation 

gives better performance than ECLAT algorithm which 

generates candidate itemset. 
 

Table IV: Memory usage 
 

 
 

 
 

Figure 6.  Input Layout 

 

Fig. 6 portrays the option for choosing the type of algorithm 

and dataset. Any threshold value of minimum support can be 

stated by the user. Based on threshold value frequent patterns 

are generated. It has the option to point out the type of viewer 

to display the results containing frequent patterns. It also 

displays the total execution time and memory and the count of 

number of frequent itemsets. 

 

Visualization of frequent patterns is generated using the 

layout of text editor for the dataset of mushroom is displayed 

in Fig. 7. 

 

Fig. 8 shows the runtime of ECLAT algorithm and FP-

growth algorithm for all databases. Here, y-axis shows runtime 

in millisecond x-axis shows the various support threshold 

values. 

Fig. 9 shows the memory usage of ECLAT algorithm and 

FP-growth algorithm for all databases. Here, y-axis shows 

memory in MB and x-axis shows the various support threshold 

values. 

 

 

 
 

Figure 7.  Results of Frequent patterns found using FP-growth for mushroom 
dataset 

 
 

 
 

Figure 8.  Runtime for  ECLAT and FP-Growth 
 

 
 

   Figure 9.  Memory usage based on ECLAT & FP-growth 

 

Datasets 
Memory usage in MB  

Support ECLAT FP-Growth 

Breast Cancer 0.1 60.56 53.07 

Supermarket 0.2 29.39 18.93 

Customer data 0.2 43.67 23.51 

German 0.3 20.75 12.85 

Weather 0.4 9.73 7.73 

Spect 0.4 27.26 26.64 

Mushroom 0.4 28.24 6.9 

Vote 0.5 35.91 35.97 

Splice 0.6 93.88 30.39 

Primary Tumor 0.7 77.08 71.97 

Test 0.8 75.93 76.03 

Average   502.4 363.99 
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V.   CONCLUSION 

In this paper, a detailed contrast has been developed for the 

frequent pattern mining algorithms of equivalence class 

clustering and bottom up lattice traversal (ECLAT) and FP- 

growth. The comparison has been analyzed using numerous 

standard datasets like mushroom, spect, primary tumor, vote 

etc. The result shows that the algorithm runtime and memory 

differs for different datasets. ECLAT algorithm accommodates 

‗Depth First Search‘ strategy and requires generating 

candidate itemset. It doesn‘t require scanning the database 

each time. The FP-growth algorithm adopts the ‗Divide and 

Conquer‘ method and does not require candidate itemset 

generation. It doesn‘t undergo repeated scans of the data. 

It is found from the experiment on different datasets that the 

performance of FP-growth algorithm is outstanding than 

ECLAT in both categories of runtime and memory.   
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