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#### Abstract

D Graphical computing requires more complicated operations such as multiplication, division, square root, power etc., that are computed more faster than conventional method by means of using logarithmic number system (LNS).The proposed implementation is supported in a new set of linear equations, which allows calculating the approximation of the logarithm and antilogarithm binary functions. This design deals with study of logarithmic number system and implementation of an arithmetic and logic unit based on the logarithmic number system.
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## I. Introduction

With the remarkable progress in the very large scale integration (VLSI) circuit technology, many complex circuits unthinkable yesterday become components easily realizable today. Algorithms that seemed impossible to implement now have attractive implementation possibilities for the future. This means that not only the [17] conventional computer arithmetic methods, but also the unconventional ones are worth investigation in new designs.

Numbers play an important role in computer systems. Numbers are the basis and object of computer operations. The main task of computers is computing, which deals with numbers all the time [17]. Representing numbers in computer systems is a new issue. The logarithmic number system (LNS) has been studied to simplify arithmetic computations for lower computation complexity [16], high computation speed, and small gate counts however

Logarithmic Arithmetic

| OPERATION |  | NORMAL <br> ARITHMETIC | LOGARITHMIC <br> ARITHMETIC |
| :--- | :--- | :---: | :---: |
| Multiplication | MUL | $\mathrm{z}=\mathrm{x} . \mathrm{y}$ | $\mathrm{X}+\mathrm{Y}$ |
| Division | DIV | $\mathrm{z}=\mathrm{x} / \mathrm{y}$ | $\mathrm{X}-\mathrm{Y}$ |
| Reciprocal | RCP | $\mathrm{z}=1 / \mathrm{x}$ | -X |
| Square Root | SQRT | $\mathrm{z}=\sqrt{\mathrm{x}}$ | $\mathrm{X} \gg 1$ |
| Reciprocal <br> SQRT | RSQ | $\mathrm{z}=1 / \sqrt{\mathrm{x}}$ | $-\mathrm{X} \gg 1$ |
| Square | SQR | $\mathrm{z}=\mathrm{x}^{2}$ | $\mathrm{X} \ll 1$ |

## II. Mitchell Approximation

Mitchell introduced the binary logarithmic converting algorithm Mitchell's logarithm and antilogarithm calculations require only shifting and counting operations [16],[5]. The zero detector is to ensure a zero output if any of the inputs is zero. The position of the leading 1 bit in each input is identified by shifting the input bits left until the most significant bit is a " 1 ," decrementing a counter each time, which is initially loaded with the word size. The final values of these counters is known as characteristic, remaining input bits is known as mantiza.

## A. Realizing Mitchell approximation

The above normalization procedure can be formulated as follows. Let

$$
\begin{equation*}
b_{m} b_{m-1} \cdots b_{0} \cdot b_{-1} \cdots b_{-p} \tag{1}
\end{equation*}
$$

be the binary representation of number B where $b_{m}$ is the most significant nonzero bit. By factoring out the weight carried by $b_{m}$, the rest becomes in between of 1 and 2 . That is,

$$
\begin{align*}
B= & 2^{m}+\sum_{i=-p}^{m-1} 2^{i} b_{i}  \tag{2}\\
& =2^{m}(1+x) \tag{3}
\end{align*}
$$

Where $\mathrm{i}-\mathrm{m}<0$ and $1 \leq 1+\mathrm{x}<2$. Hence,

$$
\begin{equation*}
\log _{2} B=m+\log _{2}(1+x) \tag{4}
\end{equation*}
$$

In the Taylor series of $\log _{2}(1+\mathrm{x})$ taking only the linear term and let $\log _{2}(1+x) \approx x$ then

$$
\begin{equation*}
\log _{2} B=m+x \tag{5}
\end{equation*}
$$

In binary

$$
\begin{equation*}
\log _{2} B=a_{n} \cdots a_{0} \cdot b_{m-1} \cdots b_{-p} \tag{6}
\end{equation*}
$$

where $a_{n} \cdots a_{0}$ is the binary representation of $m$, and $b_{m-1} \cdots b_{-}$ p is the binary representation of fraction $x$, from the lower order part of $B$ in its binary representation. m in the above is referred to as characteristic and is actually the number of bits between the most significant nonzero bit and the binary point in number $B$. One can see later that $m$ can be easily obtained by simple shifting and counting operations

The error resulted from this method is

$$
\begin{equation*}
\varepsilon(x)=\log _{2}(1+x)-x \tag{7}
\end{equation*}
$$



Fig. 1 - Architecture of ALU
Clearly $\varepsilon(x)$ is independent of $m$ and depends only on x . Let

$$
\begin{gather*}
\frac{\partial \varepsilon(x)}{\partial x}=0  \tag{8}\\
\frac{\log _{2} e}{1+x}-1=0  \tag{9}\\
x=\log _{2} e-1=0.44 \tag{10}
\end{gather*}
$$

when the maximum error occurs. Thus in the Mitchell approximation the maximum error is 0.086 . Then we go instead of using single straight line approximation [1],[3]. to several straight line approximation can be used. In this paper we describe the thirty two region piecewise linear straight line approximation to find logarithm and antilogarithm.

## III. Logarithmic Arithmetic Logic Unit

Moreover, the algorithm of Mitchell does not require any storage of coefficients, because this estimate is based on the approximation according to most significant bit position of the argument to be evaluated [2]. The LAU computes the complex functions such as multiplication, division, and square-root operations by using only simple addition, subtraction, and shift operations [5].The top architecture of the proposed LAU is shown in following figure The unit is composed of two binary logarithmic converters (LOG2s) in the first stage, a simple calculation unit (SCU), and a binary antilogarithmic converter (antilog2) in the second stage. The SCU is composed of an inverter, an adder / subtractor (ADD/SUB), and a barrel shifter (BSH). $x$ and $y$ are the operand for the LAU and op selects the required operation. Since the logarithmic converter takes a longer time than the exponential converter does [11], [12], the SCU is located in the second stage to distribute the time budget to each pipeline stage evenly. While the lookup table-based methods involve memory overhead, Mitchell's algorithm does not require memory however, it incurs some loss of accuracy. Thus, several researchers have proposed methods to improve the accuracy in Mitchell's algorithm.

## A. Logarithmic Converter Block

In general, the piecewise interpolation methods were used in the binary logarithm conversion algorithms In this study, we divide the fraction part into thirty two regions to further reduce its error rate and use the straight linear interpolation in each region. shows the proposed architecture of the logarithmic converter block. $x$ is an operand to be converted into the logarithmic number, and $n$ is the number range selection bit. The logarithmic converter block is composed of 32-bit count


Fig. 1 - Architecture for logarithmic converter


Fig. 3 - Error analysis for logarithmic converter
leading zero (CLZ).Let be a fixed-point 32-bit input which has the variable number range of Qm.n. Its value can be written as

$$
\begin{equation*}
x=2^{k}(1+f) \tag{11}
\end{equation*}
$$

Where $k$ is the characteristic value of the logarithm in Mitchell's equation and $n$ is the number range decision value [14]. Executing the variable number range operation, the characteristic value $k$ is replaced by the new value of $k^{\prime}$, which is equal to $k-n$ is the fraction parts in the range $[0,1]$ located on the right-hand side of the leading bit. Taking the binary logarithm for both sides of, the following equations[15], can be obtained

$$
\begin{align*}
& \log _{2} x=k^{\prime}+n+\log _{2}(1+f), \text { where } k^{\prime}=k-n  \tag{12}\\
& \log _{2}(1+f) \cong a_{i} \cdot f+b_{i}, \quad \text { where } i=0,1, \cdots 7 \tag{13}
\end{align*}
$$

where $\log _{2}(l+f)$ is the fractional part after the binary logarithmic conversion. This term is calculated by piecewise interpolation represented in $a_{i}$ and $b_{i} b_{i}$ are the coefficients which have 10 and 16-bit resolution

Architecture of the logarithmic converter block.xis an operand to be converted into the logarithmic number, and $n$ is the number range selection bit. The logarithmic converter block is composed of 32 -bit count leading zero (CLZ), BSH, a characteristic generator (CGen), and fractional part generation block (FPGen) The CLZ block calculates the number of the leading zero bits of the input. The five bits of the CLZ block output decide the characteristic value and the amount of shift value of BSH. BSH converts the input number range of Qm.n. Since the fractional part is divided into thirty two regions, thirty two different coefficients are necessary for thirty two regions. Each coefficient is obtained through fitting to the real value by varying and in order to reduce the complexity because they have a direct effect on the hardware implementation. Since the coefficients[9], are the fraction numbers with powers of two as their denominators, they can be calculated by only shifters and adders. When defining the coefficients, the error range should be considered as well. After shifting operation, the fractional part is generated by the FPGen block and the characteristic part is generated by the CGen block. The above two values are combined to give the logarithmic conversion result.

To calculate the 2 's complement subtraction operation, the inverters and the adders are necessary. In this study, the coefficients consist of only the addition operations so that the internal overhead of the inverters and the adders can be removed. detailed architecture of the proposed FPGen is shown in Fig 4. FPGen generates the approximated fractional value of It is implemented by a hardwired shifter, MUX, carry save
adder (CSA), and carry propagating adder (CPA). The final result is calculated by adding these compensation values to the value of the original fraction part .Although the fractional part has very high resolution, the coefficients and are selected to minimize the number of MUXes and the adders in order to reduce the latency and power consumption. Therefore, the APP carries out the summation of five terms using the CSA tree and CPA [8]. Since this converter receives input values with variable precision of the actual characteristic value is computed by Qm.n. The conversion result is obtained by packing the zero, sign, characteristic value, and the approximated fraction value

After shifting operation, the fractional part is generated by the FPGen block and the characteristic part is generated by the


Fig. 4 - Architecture for FPGen

CGen block. The above two values are combined to give the logarithmic conversion result. Since the delay time of FPGen is the longest, it is important to optimize the FPGen to get the high operating frequency.

## B. Antilogarithmic Converter Block

In general, the piecewise interpolation method is also used for the antilogarithmic converting algorithm The fixed point representation of the antilogarithm is composed of the six most significant bits representing the integer part $2^{k}$ and the remaining bits of the fractional part representing $2^{\mathrm{f}}$. Fig. 4 shows the architecture of the antilogarithmic converter block. is an operand to be converted into antilogarithmic number, and is the number range selection bit as it is in the logarithmic converter. The antilogarithmic converter is composed of the integer part generation block, FPGen, and BSH. The computation time is shorter than the logarithmic converter because the integer part and the fractional part are calculated separately. CGen calculates the integer part by using simple addition of, sign bits, and . FPGen is composed of a lookup table (LUT), carry save adders (CSAs), and a CPA similar to the logarithmic converter's. The final BSH shifts the fractional part value by the result value of the CGen block and then makes the output number range from Q6.31 to Qm.n as specified by the number range decision input.

Radix two: assesses whether the input data is a power of two. This block receives as input the approximate fractional Mitchell. Based on this information and with the help of a comparator with evaluates zero mantissa [5], This, to determine whether the input data or not a power of two. If the

| 64 Region Approximation | logarithm | antilogarithm |
| :--- | :---: | :---: |
| Maximum positive error | $0.017 \%$ | $0.0098 \%$ |
| Maximum negative error | $0.029 \%$ | $0.0049 \%$ |

mantissa of the input data is equal to zero, concludes that the data is a power of two and at therefore not necessary to make any approach regions [7]. This is because when assessing the binary logarithm base on a number that is power of two, the result of this logarithm always is an integer. If, however, the input data is not power two, we proceed to make the approach by region, and that this result is composed of an integer part and a fractional part. The architecture and operation is the same block used to approximate the function

Fractional unit: making the approximation [10], antilog of the value of the fractional part of input value. The architecture and operation is equal to the block used to approximate the function.

TABLE I.
LALU OpCODE

| Selection (op) | Operation |
| :---: | :---: |
| 000 | MUL |
| 001 | DIV |
| 010 | RCP |
| 011 | SQRT |
| 100 | RSQ |
| 101 | SQR |



Fig. 5 - Architecture for anti $\log$


Fig. 6 - Error analysis for anti log converter
$2^{x}=2^{k+f}=\left\lvert\, \begin{array}{ll}2^{f} \cdot 2^{k}, & x \geq 0 \\ 2^{k-1} \cdot 2^{1-f}, & x<0\end{array}\right.$

TABLE II.
Approximation Error For This Work

Decoder: receiving as input, the value of the entire $\log$ and returns a vector output zeros, except for the bit position input value. This value corresponds to the bit more significant value of the integer part of the antilog Binary. A barrel shifter is a combinational logic device/circuit that can shift or rotate a data word by any number of bits of decoder in a single operation.

Concatinater: is responsible for concatenating the result obtained between the integer and fractional part binary logarithm. Taking as reference signal entry, it determines how many bits correspond to the integer and fractional result respectively.

## IV. Simulation Results

Designed ALU takes addition subtraction in normal and other process in logarithmic domain. Logarithmic converter converts inputs into $\log$ domain which is lout0 and lout1.TABLE II describe the opcodes (opc) for LAU din0 and din1 are 32bit input which is given to logarithm converter. Logarithmic converter output is given to simple calculation unit which is capable of calculating the simple addition, subtraction, shift instead for multiplication, division, and square root. Based on given opcode. In logarithmic and antilogarithmic converter has 32 bit barrel shifter that capable for shift any direction either left or right depends on direction (dir)input, and number position can be shifted by using another control data port (nop)In the logarithmic converter has 32 bit input (din) the count leading zero block is used find the position of first MSB non zero bit which is reperesented as 5 bit (cout), the input number range( nin) also 5 bit. The number of position in barrel shifter is taken as 5 bit cin $=31$ - cout, the characteristic of logarithmic number is calculated as $c g=$ cout - nin. The mantisa of the logarithmic number was calculated using floating point generation (FPGen) block. Thisis 31 bit and also characteristic is 6 bit thus the output of $\log$

| (-) /au/dino | 8388008 | 8388008 |  |
| :---: | :---: | :---: | :---: |
| H- /auldini | 65536 | 65536 |  |
| H- /alulope | 000 | 000 | 001 |
| H-P/alu/hin | 0 | 0 |  |
| - $-1 /$ lau/dout | 549755813888 | 549755813888 | 1.12 |
| -1/ /aulouto | 49392123304 | 49392123904 |  |
| -1/ /aulout1 | 34359738368 | 34359738368 |  |
| H-1/alu/sout | -56687091200 | -56687091200 | 115032385536 |

Fig. 7 - simulated output for 32 bit ALU
has 37 bit. Antilogarithmic converter has input from simple calculation unit. Antilogarithmic converter is completely reverse process of Logarithmic converter block. The characteristic of input is 6 bit, which is given to the decoder that decodes the characteristic into first leading MSB non zero position of the output Then the barrel shifter is used to concatinate the mantisa by means of left shifting and the number of position shifted (cg) is depends on the input number range (nin) and characteristic (din[36:31] ).A 32-bit ALU was designed and simulated based on logarithmic number system using modelsim simulator. Fig. 7shows the simulation output of LALU for multiplication of two inputs data as din0, din1 and number range nin opcode opc and also output as dout. The Table II represents the maximum positive and negative
approximation error of both logarithm and antilogarithm of this work.

## V. Conclusion

A 32-bit Logarithmic arithmetic unit was designed successfully. A 32-bit Logarithmic arithmetic unit consists of a binary logarithmic converter, an adder, a shifter, and a binary exponential converter. It uses sixty four-region piecewise-linear interpolation approximation algorithms and supports a variable number range to compute complex functions fast and accurately. In future my works towards to modify that design for high speed.
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