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Abstract— In this paper, finite-generalized-Laplace-Hankel-Clifford-transformation is established. The relation of the conventional Laplace
transformation is applied over finite-generalized-Hankel-Clifford and derived further results. Analyticity and boundedness condition is
established. The Operation transform and an inversion formula for a distributional finite-generalized-Laplace-Hankel-Clifford-transformation is
developed. A problem is solved in the text to support development of the finite-generalized-Laplace-Hankel-Clifford-transformation.
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I INTRODUCTION
The conventional Laplace transformation is defined by

f(s) =J f(t)e¥dt;s =0 +iR; o, <Res <o,

0

(1.1)

and its inversion formula for every value of 's'
plane

in complex
o, <Res<o, where oy and o, are some real
numbers, is given by

1 o+ _

ft)=—"- f(s)eStds

= 1.2
27l o—io (12

The conventional generalized Hankel-Clifford transform is
defined by

F(m) = [y "3, , (a0 T (y)dy, (1.3)

(a+p)I2

where J_ 5 (y)=y Ja_ﬂ(zﬁ),qla_ﬂ(y) being the

Bessel function of the first kind of order (a-pg) [5].

y and m are positive real variables. The corresponding

inversion, under certain conditions Malgonde [6], is given by

_30 2‘]a,/} (ﬂ’m y)
f (X) - J. ﬂ’m Js,[i—l(ﬂ’m)

0

F(m)dm (1.4)

R. V. Churchill [1], Colombo [2] have published for Fourier
and Mellin transformation. Dorta Diaz and Méndez-Pérez
developed in [3] Dini’s series expansions and the Finite
Hankel-Clifford transformations. B. R. Bhonsle and R. A.
Prabhu, [10] developed an inversion formula for a
distributional finite- Hankel- Laplace transformation. In their
work, an extension of the classical Finite-Hankel- Laplace
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transform to generalized functions was done. Malgonde and
Gorty [7] introduced the corresponding finite transformation
through the equation

(A, )M =F, ,(n)= J'x‘“‘ﬂ\]aﬁ(jnx) f(x)dx ,

(1.5)
which is called finite generalized Hankel-Clifford

transformation of first kind of order (a—ﬂ). Its inversion

theorem is stated as
Theorem 1.1. Let f(t) be a function defined in (0,1) and

assumed to be absolutely summable over the same interval.

Let (¢—p) > —% and

1
ey b eahy

JZ

: (int) f(®dt, n=12,...
a,p-1(in)0

p

If f(t) is of bounded variation in (a,b), (0O<a<b<1l)
and if xe(a,b) , then the series (1.2) converges to

%[ f(x+0)+ f(x-0)]-

It is quite well known that there are several
problems which can be solved by the repeated applications of
the transformations and in particular the transformations in
(1.1) and (1.3). If constructed an integral transform for which
the kernel is the product of the kernels of the Laplace and
Hankel-Clifford transformation of the first kind, integral
(special) transform as Laplace Hankel-Clifford transform
which has been successfully applied to deal with the problems
occurring in mathematical physics. This motivated to study the

transform in the distributional setting also.

The finite-generalized-Laplace-Hankel-Clifford
transform is defined by
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L7, ,(£)(S, 4y )=F (5. 4,)

-1l
(1.6)

where f(X, y) belongs to an appropriate function space

ey I, 1 (A,y) f (X, y)dxdy,

o'—-.»—‘

(—oo< X<o,0< y<1) and where

a+p)! .
J.,(y)= ) ZJa_ﬁ(ZW), J,_;(Y) being the Bessel
function of the first kind of order (a—ﬂ) , with

1 .
(a—,B)Z—— and S=o0+IR is a restricted complex
2

variable.  The finite-generalized-Laplace-Hankel-Clifford
transform will be represented as FGLHCT.

The aim of the present paper is to outline Lhaﬁ(f) transform

and to establish analytic and boundedness condition. Also
motivates the authors to initiate use of finite-generalized-
Laplace-Hankel-Clifford transform in Engineering
applications in the field of Electronics & Communication,
Electrical Engineering. In recent study 2011 [11], studied
Control System Design Using Finite Laplace Transform
Theory. All microprocessor based electronic systems are
designed as repetition of finite time activities. The classical
infinite Laplace transform (ILT) theory violates this
fundamental requirement of engineering systems. In [12]
presents a modeling, analysis, and design approach for linear
time invariant systems using the theory of the finite Laplace
transform (FLT). The study developed in this paper will help
in modeling, analyzing, and designing approach for linear time
invariant systems in finite-generalized-Laplace-Hankel-
Clifford transform which not only helps in solving problems in
finite range as in single integral, but in finite area with two
parameters at a time.

Throughout the work the notation and terminology of [8] and
[9] will be used.

Il.  PRELIMINARY RESULTS

Let c,a—p satisfy a— g >-1/2,c>1/2. Call a function

‘f* for FGLHCT, as if it belongs to LH'(W,Z,C,a,ﬂ) for

some real number w,z . Let o; and p; defined as follows:
=inf{w/f eLH'(w,z,c,a,B)}

p; =sup{z/ f e LH'(w,z,c,a, B)}.

Now define the FGLHCT by L7, ;. For given FGLHCT
function f, let A, , denote the strip {s/af < Re(s)<pf}

and let {1} be the positive zeros of Ja,ﬂ(z) arranged in
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ascending order. Then, the FGLHCT F(s,ﬂm) of f is defined

as the application of f to the kernel € ™" y_“_ﬁJaﬁ (4,Y)

ie.,

L, 5 (£)(5,40) = F (5, 4,) =(F (x.¥),e™y "3, ,(4,¥))
(21)

where Se€); and {4} are the positive zeros of ‘]a,,b’(z)'

Forany se(, ,andall A4_, the right-hand-side of (2.1) has

meaning as the application of f e LH'(oy, ;¢ @, B) to

ey "J, 5 (4,y)eLH (af PfiCo, ﬂ) (or equivalently)
the applicationof f elLH,, , , to

ey “’J, ,(4,y)eLH,,..,, foranytip,

og <as Re(S)Sb<pf.

If f (x, y) is a locally integrable function such that

—SX

e y‘“‘/"]aﬁ(ﬂmy) is absolutely integrable

o, <a<b< p,,thenits FGLHCT

y e, (A,y)f(x, y)dxdy exists for at least one

O L
é'—.éﬁ

seA, andforall A, where {4} are positive zeros of
3, ﬂ(z) and can be identified with FGLHCT (2.1). The

analyticity theorem for the FGLHCT is established.
Theorem 2.1 (The Analyticity theorem)

If Ln,,(f)(s,4,)=F(s.4,) for seA; such that

{S/O'f < Re(s)<pf} and {4,} are the positive zeros of

Ja,ﬂ(z)’ F(s,4,) isanalyticin S for some fixed 4, and

D,[F (s, 4,)]=(F (% ¥), %y 73, , (2,y))
(2.2)

Proof. Let s be an arbitrary fixed point in
A = {s/o'f < Re(s) <pg } and {4,} are the positive
zeros of I, ,B(Z) in [4]. Choose the positive real numbers

a and r such that
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o; <a<Re(s)-r<Re(s)+r<b<p;.Also As bethe

complex increment such that |AS| <r.For As =0, invoke the
definition of F (s, Ay ) to write

F(s+As,4,)—F (s 4,)
As

= < f (X. y)"{IAS (X’ Y)>

{109 27y, )

(2.3)
where
‘PAS (x, y)
—(stAs)X  _gx
_Je - 0 —sx\| ,~a-p :
- As o5 (e ) y a8 (ﬂmy)

since W, (x,y)eLH,,..,(I), so that (2.3) has sense. As
|AS| — 0, then W, (x,y) converges in LHa,b,c,a,ﬂ(l) to

zero. Because f(x,y)elH., . (1) , it implies that

<f (x, y),‘I’AS (x, y)> —0as |As| —0.
To proceed, let € be the circle in the s — plane with

centre at S and radius r, where

O<r<r,<min(Re(s)—a,b—Re(s)) . In the view of
analyticity of e and invoking Cauchy’s integral formula,

Y (X, y) is as follows:

B As e—zx
Ye(xy)=y ﬁ‘]a,ﬂ (/Imy)_zﬁi.[(z s)z(z S—As) -
Sz —5—

Hence,

Koo (X) DAY, [y (x,Y)]

o (e
() 20y (g DS [ K d4z
(AT aa my)Z”i&[(Z—s)z(z—s—As)
Implies
koo (X)y° DAL, [y ", (x.Y)]

As J. 2k, (x)e™

=1(-1)" 22y°3, 5 (AnY)
(-2) Y3 y)27fl@(z—s)2(z—s—As)

[ < A Al

() (- (W) (a-n)

AS
21

<A

m a,p

http://www.ijritcc.org

Forall Ze @ and —o< X< o0, ‘Zkkayb(x)e‘ZX <k, where

k is a constant independent of Z and X and for all

1 a+
o<y<ta-pz-2 |4y 9, (Y <A

A, , isalso independent of 4 and y . Therefore as

a,

|As| >0, sup

(x,y)el

Koo (X)Y°DFAY, [y‘“’”‘PAs (x, y)]‘ — 0 which

means that as |AS| —0, Pz;:'t?l’(ﬂk’ [\PAS (x, y)] —0. This

shows that ¥ (X, y) converges to zerosin LH,, .. .(1)as

As — 0.

Hence if felLH, ., (1), then
(f(xy), ¥ (X y))—>0asAs—0, which is the aim.

The boundedness property of the FGLHCT has been
established by proving the theorem.

Theorem 2.2 Let f be a member of LH, pcws (1),

cz%, a—ﬂz—%, a<Re(s)<b,m=123,... and

F (S, 4,) be defined by

F(s.4,) = (f(xy).e ™y "3, ,(2,)) (2.4)
For seAq :{s/crf <Re(s)<pf} and {4,} are the
positive zeros of J, ,(z) . Then F(s,4,) satisfies the
inequality: |F(s,/1m)|s(/1m)a+ﬂP(|s|/1,n) , where the

polynomial P(|S|/1m) will depend upon the choice of

a,b,xand ..

Proof. Since f e LHé,b,c,a,,B(l) , then there exists a non-

negative integer r' and a positive constant C’ such that


http://www.ijritcc.org/

|F (s 4m )|
[ Geon) ey P, 5 )

<c max [Pc,a,ﬁ"[e—sxy—a—ﬂ\]aﬁ (lmy)ﬂ

O<k<r’ L ab.kk
o<k'<r’
k k' —SX
=c k D [ J A ]
% 30 e (97D [ ()
o<k'<r’
2k
¢ k )
Cofl‘(ixr |5| (4m) (SUP ‘ab X)ye ﬂ(mY)
o<k'<r!
2k'+a+p
=c' A
© oakor |S| (%m) x
o<k'<r’
C -a-f —
o0 [kap (X)Y D (my) e, (ﬂmy)‘

. 1 1
Since czE,a—ﬂz—E, a<Re(s)<b, then

Kyp (X) yerets (lmy)_a_ﬂ efSXJaﬁ (/Imy)‘ <A, , for all

(xy)e

Hence

)2k’+a+ﬂ

|F S, /Im)|<cA max |s|k (ﬂm

'30<k< !
o<k'<r’

< C’Aalﬁ (ﬂm )a+,8 )2k’

A
o bl

Osk’sr
<o ()P p(da
a,p 4m m

< () P (|9 2m)

This completes the proof of the theorem 2.2.

1 1 .
For CZE'a_ﬂZ_E’ define a operator [DXAMJ

on LH;bcaﬂ(l) as the adjoint of the operator

[y (08,3 ] on LHyy, (1)

specifically, for arbitrary ¢(x,y)eLH,, ., (1) and
fe LH;bcaﬁ(l)

More
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(D8] 1 (29).8(xy))

=(F (Y)Y 7 (D) A, [y d(x¥)])
The right hand side of (3.1) has a sense,
y*“’ﬁ(—DX)Aaﬁ'y[y‘””;zﬁ(x,y)} is a
LH, e, (1) whenever g¢(x,y)elH,, ., ,(1). Since the
mapping ¢(X,y) =y 7 (=D,)A, ,, [ Y"d(x.y)] is
LH, peo, (1) into

3.1)

because
member  of

continuous linear on itself, then

[DXAaﬂy] is also continuous linear mapping on
LH.,c.z(1) into itself. Consequently since mapping is

linear continuous on LH(w,z.c,«, B) into itself, then

[DA,,, ]| s also

continuous linear mapping on
LH'(w,z,c,a, B) into itself. By induction
<|:Dx aﬁy:| f(X’y)!¢(X1y)>
3.2)

(1) (D) AL, [y o))

which leads to the following operation transform formula:

(L p [ D58, T 1) = (1) 22 (L ) (512
for seA, ={s/o, <Re(s)<p,} and {4} are the positive

zeros of Indeed,

3 5@ f elH'(wz.c,a 8) and

g yiaiﬂ‘]a,ﬁ (/’{’m y) e LH (W, Z,C,a,ﬁ) .

([t T £ (uy)™y 3., (4y))
- < f(xy),y“”(-D,) AL, [e%3,, (ﬂmy)]>

1)k Azk k< ( y)7e—sxyfafﬂ‘]aﬁ(/1my)>
( 1)k /12k k( f)(S,/lm)

(3.3)

when (Lhaﬁ f )(s,ﬂm)= <f (x.y).ey“"3,, (ﬂmy)> :

The formula (3.3) represents the property of FGLHCT which
makes it useful as an operational tool for solving differential
equations.

Theorem 3.1 If f is regular distribution in LH], (1)
generated by elements of D( | ) , then

[DXA“WB’J f(x y):[ X aﬁy]f(x'y)

(3.4)


http://www.ijritcc.org/

Proof. Forany f eLHabcaﬂ( ) and geD(1),

<|:DX aﬁ’y] f (X,y),¢(X,y)>

Since f(x,y) hasacompact support then first term vanishes

f 1-a-f D A ~l+a+p ’
and hence< (Y)Y (DA, 5y (% Y))

X,
T “E(6Y) Py [ Y B(y) |dxdy

ov—.H

Now,

ot—r

DLy f (0 y) A, [y 6(x,y) Jody

ct— =38
§—s

yD, [y’”’”’ f(x, y)} x

i

First on evaluating the integral,

j T yD, [yfafﬁ f (X, y)]Dyz I:y71+a+ﬁ¢(x’ y):l dxdy -

Integrating the integral,

I

Since f

o'—.»—-

yD, [y“”f xy]D [yl‘”ﬂqﬁ xy]dxdy

1
D[y f(xy) D, [y 4 xy]dx}

0

i
i

g'—aé’»

yD y T E(x, y)] [ ey (x, y)]dxdy

has a compact support, the first term
vanishes:

o'—.»a

[y 1P,

2y g(x y) ] dxdy
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1

Ty ) [y ) oy 69

_.l[T yD, DX[ I (x, y)]Dy |iy—1+a+[f¢(x’ y)] dxdy
[_]3 [D y ol f Xy}[y”*ﬁqﬁ Xy):| :|

+J ]E D, [yDy D,y “/f(x, y)][y’“‘”%(x, y):| dxdy.

1

0

Since f(x,y) has a compact support, the first term vanishes
at limit points hence,

j f 1 (xy) D, [y g(x,y) ] dxdy
Jl‘T ~a-f § X y):ly—1+a+ﬁ¢(x, y)dxdy
ﬁ 1-a—B)D, [ D,y “”f(xy)|[y " "¢(xy)]dxdy

(3.6)
From (3.5) and (3.6).

.ﬁ "ﬂfxy}

[ —1+a-¢-,8¢(x7 y):| dXdy

“{fotreor

T'B)Dy}é(x,y)dxdy

_J‘:" Dx[y—a—/ff (%, y)] (1-a-p)

y

D, [y‘““*%(x, y)] dxdy
Hence

{ D+ (t-a-p) D, + %} [y’“‘”ﬂqﬁ(x, y)] dxdy

3.7)
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Since f eLH,, ., ,(1), then
DA, 5, [ Y/ f(xy)]eLHl,,,,(1). Hence
D.A

Ay [y""’ﬁf (X, y)] also generate a regular

distributionin LH,, ., ,(1). Hence (3.7) can be written as

([0, ] £ (906 9)) =D, 5, F (x.9). 61, ))

Hence [DA,,, ] f(xy)=DA,,,f(xy). The equality
(3.4) also holds, if f as regular distribution function and if

put some suitable restriction on f so that the limit term
should vanish.

Multiplierin LH_, ., , (1):

Let be a linear space of smooth functions
g(x, y) defined on | such that for each pair of non-negative

integer K, k', there exists a pair of non-negative integers N,
DAY ,,0(X,Y)

g is bounded on | .
(1+ xz) ‘ (l+ y )

and N, for which

1 1
If a—ﬁZ—E,CZE and a<h,e<b, then for 9 <[H], the

operation ¢ — 6 ; ¢ is a continuous linear mapping of
LH oo s (1) into LH,pc . 5 (1).

Thus,

ke (X)yDIAL [y 08 ]

Koo ([ DA% (0)](1+5)™ (14 y™)
%YKo (X) VDAL 5, [ V9]
(1+ xz)Nk (1+y™ kg (X)
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Since geLH,,.,,(1) and §<[H], then (3.8) can be written
as

(flyj)gu Ko (X) YDAy (ya+ﬂ9¢)‘
KK
< ZZ(I }( - JBk,k’ [Pdc,:i',l; (¢)+ Py’ (¢)J,

K
i=0 j=0 J

where B, . are constants. This proves that ¢ — 64 is a

continuous  linear from

LHa,b,c,a,ﬁ (I ) )

mapping LHyecn s (1) into

It is clear that every choice of w and z and any ee,
¢ — 04 is a linear mapping from LH (w, z,c, a, B) itself. To

show the continuity, let {¢ }” be any sequence that

4
converge to ¢ in LH(w,zc,a B) . Choose real numbers
a and bsuch that w<a<d, e<b<z with ¢ —>¢ in
LH, .5 (1) . Our previous results, show that {64, }
converges in LHa,b,c,a,/f(I) and hence in LH (w,z,c,a,ﬂ).
Thus the mapping ¢ — @¢ is a continuous linear mapping

from LH(w,z,c,a, B) into itself.

Problem 1: Let
Li, , (F)(8. ) = F(8.2,) =(F (x.¥).€ ™y, ,(4,Y))

for seA, :{s/af < Re(s)<pf} and {4,} are the positive
zeros of 3, ,(2). Show that d(x,y)>o(-xy) is

isomorphism from LH_ (1)into LH,,., ,(1). Then

b,-a.c.a,p

for f elLH;,.,,(I) define the mapping

f(xy) = f(=xy)by(f(xy).0(xy)=(f(xy).¢(-xy)).
Finally show that L7, ,f (—x,y)=F(-s,4,).

Solution: First to show that @(X,y)—>¢(-xy) is a
continuous linear mapping from LH—b,—a,c,a,ﬂ(I) onto

LHa,b,c,a,ﬁ (I ) :

P-Céﬁ;},k,k' (¢(X, y)) = sup

(x,y)el

k—b,—a (X) yC D:A:,/)’,y (ya+ﬂ¢(x7 Y))‘
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where

e 0< X<

-]

e ™ —0<x<0
Now,

e 0<x<w
Koy a(X)=

e —0<x<0
e 0< X<

=1 =k,, (—X)

g —0w<—x<0
Now,

Pac,iﬁﬂ’ (¢(_X’ Y))

= sup [k () ¥ DL, (" ()
= SUp k—b,—a (X) yC D:Al;’,/ﬁy (ytz+ﬂ¢(x, Y))‘

(x.y)el

= P-Cééaﬁ,k,k' (¢(X, y))

Hence, the mapping ¢(X, y)—>¢(—x, y) is a continuous

ab.c.ap ( I ) - The
linearity of mapping is obvious. There exists a unique inverse

mapping  ¢(x,y) >¢(-xy) from LH, .. (1) onto

LH, .., (1) which is also a continuous linear mapping.

linear mapping from LH_, . . (1) onto LH

Hence ¢(x,y)—> ¢(—x,y) isomorphism from LH_, .. (1)
onto LHa,b,c,a,/i’ ( I )

Now for define the

fe LH;,b,c,a,ﬂ(l) ,
f(xy)—> f(-xy) by

mapping

(f(xy).8(xy)=(f(xy).¢(-xYy)). For
f eLH, (1) and

a,b,c,a,p

p(xy)=ey ", ,(Ay)eLlH, ;.. (1)

Lha,/}( f )(S’ Z’m ) = < f (_X’ y) ' e*sx yiaiﬂ‘]a,ﬁ (lm y)> R

= (F(%y).e 0y, (2,Y))
=F(-s,4,)

By applying as in [12], relations of finite-generalized-Laplace-
Hankel-Clifford transform with other transforms and can be
presented the application in electronics engineering field.
Finite-generalized-Laplace-Hankel-Clifford transform is a
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very effective mathematical tool to simplify very complex
problems in the area of stability and control.

IV. AN INVERSION FORMULA FOR A DISTRIBUTIONAL
FGLHCT: THE NOTATION AND TERMINOLOGY.

In notation and terminology it is followed from [2] and [5].

The open set (—o0,00)x(0,1) will be denoted by Q. The

operators are:

¢
DfAY , = Df [Dj ez hp +@] kk'=0123,..
| y y

(4.1)

where it (a—p)= —% and the expression,

$ ‘Ja,ﬁ (n y)Ja,ﬂ (A7) .

Ty (y.7)=2,

vt Andapa(n)

V. CONCLUSION.

The relation of the conventional Laplace transformation is
applied over finite-generalized-Laplace-Hankel-Clifford is
established. Analyticity and boundedness condition are
proved. The Operation transform and an inversion formula for
a distributional finite-generalized-Laplace-Hankel-Clifford-
transformation is also developed. The study developed in this
paper will be useful to extend recently developed applications
in Electronics & Communication, Electrical Engineering
innovative tools to improve outcomes.
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