
International Journal on Recent and Innovation Trends in Computing and Communication                   ISSN: 2321-8169 

Volume: 6 Issue: 4                                                                                                                                     52 - 54 

______________________________________________________________________________________ 

52 

IJRITCC | April 2018, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

An Approach towards Effective File Retrieval and its Indexing through Content 

based Pattern Matching 

 

Shrinil Shrikant Makeshwar
1 

Department ofComputer Science and 

Technology, 

P. R. Pote (Patil) College of 

Engineering & Management, 

Amravati, India 

shrimakeshwar@gmail.com 

 

Prof. V. B. Gadicha
2 

Department ofComputer Science and 

Technology, 

P. R. Pote(Patil) College of Engineering 

& Management, 

Amravati, India 

cse.vijaygadicha@prpcem.org 

 

Samruddhi Ashokrao Wankhade3 

Department ofComputer Science and 

Technology, 

P. R. Pote(Patil) College of Engineering 

& Management, 

Amravati, India 

wsamruddhi58@gmail.com 

 

Sweety Ramesh Pachbhai
4 

Department ofComputer Science and Technology, 

P. R. Pote(Patil) College of Engineering & Management, 

Amravati, India 

sweetypachbhai15@gmail.com 

 

Pratiksha Vinod Mandalkar
5 

Department ofComputer Science and Technology, 

P. R. Pote(Patil) College of Engineering & Management, 

Amravati, India 

pratikshamandalkar05@gmail.com 

 

Abstract—The systems constantly assume the user is conscious regarding the file they are wanting. But average users rarely even apprehend that 

file exists. File sharing systems that do ponder the user experience and allow users to travel searching for files by their name, usually gift 

centralized management which they show several severe vulnerabilities that make the system unreliable and insecure. The aim of this 

methodology is to vogue a further complete distributed file sharing system that is not entirely trustable, climbable and secure, but in addition 

leverages the user's psychological feature employment. 
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I. INTRODUCTION 

Basically analysis of mining tool is that the strategy 

ofcreating judgment regarding the worth, importance and 

quality of mining tool, once considering Mining tools 

fastidiously. The analysis of Mining tools has not been 

maintaining with the advancement of their development. 

Mining tools work otherwise supported altogether completely 

different mode of interface, features, coverage of the ranking 

ways that during which, delivery of advertising and far of any 

such factors. Itis a strong to gauge them on one basis. There are 

some ways for evaluating Mining tools like automatic analysis, 

human connation judgment primarily based completely 

analysis. The aim of this paper is to review the Mining tool 

analysis ways that pro-pose Associate in Nursing exaggerated 

methodology for evaluating Mining tools. Traditional 

techniquesfor finding frequent itemsets assume that datasets are 

staticand the induced rules are relevant across the entire 

dataset[1].Peer-to-peer systems have severaledges over ancient 

centralized systems: they gift higher accessibility, quality, fault 

tolerance, lower maintenance prices additionally as lower 

operation and preparation prices. The balk of those systems is 

that they encounter many vogue challenges.Association rule 

mining algorithm is a popular methodology to identify the 

significant relations betweenthe data stored in large database 

and also plays a veryimportant role in frequent itemset mining 

[5].Databases which originate from transactions ina 

supermarket, bank, department stores and, etc., are all 

inherently related to time. These are called temporal databases 

whichare databases that contain time-stamping in-formation 

[1].As associate degree example the system got to keep wise, 

despite the variable vary of uncontrolled collaborating nodes. 

In addition, despite the system’s size, data search on peer-to-

peer systems got to be quick and scalable[2]. 

II. LITERATURE SURVEY 

Necessity is that the mother of invention. Since history, 

our ancestors are checking out helpful info from 

information by hand. However, with the speedily 

increasing volume of knowledge in present time, additional 

automatic and effective mining approaches are needed. 

Early ways like theorem with-in the 1700s and multivariate 

analysis within the 1800s were a number of the primary 

techniques want to determine patterns in information. Once 

the decennary, with the proliferation, ubiquity, and 

incessantly developing power of engineering, information 

assortment and information storage were remark-ably 

enlarged. As information sets have grown up in size and 

complexness, direct active information analysis has 



International Journal on Recent and Innovation Trends in Computing and Communication                   ISSN: 2321-8169 

Volume: 6 Issue: 4                                                                                                                                     52 - 54 

______________________________________________________________________________________ 

53 

IJRITCC | April 2018, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

progressively been increased with indirect, automatic 

processing.The goodness measure and the decision 

procedure bothassume that the characteristics are 

statistically independentin their effect on the decision[2]. 

This has been motor-assisted by different discoveries in 

engineering, like neural networks, clustering, genetic 

algorithms within the Fifties, call trees within the Sixties 

and support vector machines within the Eighties.In this 

paper, we studied the mining of frequent itemsets along-

with their temporal patterns. 

 

A. Related Work 

 

Rashid et al. (2009) devised anautomatic searchanalysis sys-

tem supported rough set based totally rank aggregation 

technique. Basically, all fully completely different} ranking 

results obtained from different techniques unit combined[3]. 

Twophases unit used, ranking rules learning half and rank 

aggregation half. Author used fifteen queries in rank learning 

half. The output of this half might be a collection of ranking 

rules. 

Ya-Lan et al. (2007) projected two major problems hygiene 

issue and motivation issue. Hygiene factors area unit those 

plenty of elementary wants for aMining tool and builduser  

willing to use a Mining tool, and motivation factors area 

unitthose plenty of more services of a Mining tool and build 

users willing to remain exploitation an analogous Mining 

tool[4]. The author had surveyed 758 people in Taiwan. The 

survey had three main components: 

1) Demographic queries, the results showed that the age of 

ninety fifth of the respondent’s centres on the vary from 

eighteen to thirty, and most of the participants unit students. 

2) Experiences of victimization laptop computer, Internet, and 

Mining tool, the results showed that over seventy fifth of the 

participants have experiences of victimization laptop computer 

and web for over five years. Over ninety fifth of them use 

laptop computer and surf on the net every day for a minimum 

of 1 hour. 

3) Perceptions of Mining tools, take a glance at the hygiene-

motivation hypothesis of Mining tool planned throughout this 

analysis paper. Maninder et al evaluated five Mining tools but 

supported restricted user review. Whereas Ya-Lan et al have 

used varied factors for user feeling and behaviour, the results 

unit dependent of various previous studies and conjointly the 

factors have to be compelled to take a one-way approach. 

Maninder et al. (2011) compared and evaluated five Mining 

tools (Google, yahoo, Bing, ask, AltaVista) on the premise of 

their search capabilities into two sections [3]. At intervals the 

first section, choices of five Mining tools area unit compared 

that area unit gettable to the user whereas looking the info [5]. 

In second section, performance and capability is analysed from 

the user’s purpose of scan. For this, that they'd taken asurvey 

throughout that 263 participants participated and examined 

their interests in Mining tools. From this survey, they resolve 

that Mining tool provides best utility and services to the user 

and presumptively utilized by the oldsters which they resolve 

that users provide highest rank to Google. 

III. WORK PROPOSED 

Understanding the project objectives and necessities from a 

site perspective so changing this data into an information 

mining drawback definitionwith a preliminary arrange 

designed to attain the objectives. Data processing comes 

square measure typically structured round the specific desires 

of associatetrade sector or perhaps tailored and engineered for 

one organization. A productive data processing project starts 

from a well outlined question. The General plan behind the 

project is to form a system through that area unit able toaccess 

the files that are gift at totally different location on the 

systems. The solution trend to concentrate on the desktop 

primarily based systems. 

 

A. System Design 

 

 
Fig. 1. Data Flow Diagram 

 

B. Algorithm 

 

1. Input string.  

2. Cluster string.  

3. Set threshold for cluster string length.  

4. Load files from database and calculate database length.  

5. For i=0 to length (cluster)  

If length(Cluster(i))>=threshold  

Read cluster(i)  
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Locate cluster(i) in database file.  

If Match found, add it to result  

End  

End  

6. Result Indexing.  

7. Stop.  

Documents have strong word inter-dependencies [3]. Our 

proposed algorithmis able to detect this defect and has 

extracted more accuratepatterns [1]. We will first take the key-

word as a input from the user. Then depending on its length 

we will form its cluster string. We need to set the threshold as 

three because searching for two characters is waste of time. 

Then we will load the files in the database and calculate its 

length. The loop will be continued till the last cluster. The 

results will be stored at the end. 

IV. CONCLUSION 

There are many different types of methods, algorithms and 

technologies that have been used for data mining but still if the 

size of the database increases then it eventually leads to 

increase in the time required for retrieving the file. The pro-

posed system provides a better solution fr the retrieval. In 

proposed technique, a user is able to retrieve the file through 

its content keywords. This technique gives the proper 

hierarchical indexing, while searching for the file in the 

database. This system provides a facility to perform better 

searching of the file. The searching of the file becomes easy 

even, if the filename is forgotten. It has a user friendly interface. 

The pattern matching algorithm is simple and easy to understand. 

The extensive analysis shows that the proposed method is easy for 

file retrieval through its content by using pattern matching 

algorithm and guaranteed accurate indexing as well. 
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